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Abstract

In this thesis, we are interested in automatically generating models for mutlibody
systems (MBS) involving a large number of degrees of freedom(d.o.f.), which tightly
interacts with the electrical subsystems by means of electromechanical transducers.
These systems will be referred to as electromechanical multibody systems.

Bond Graphs Linear Graphs
Virtual Work

Principle

Block Diagrams Coupled Equations

Unified Modeling Theories

Model Implementation Strategies

Figure 1: Modeling theories v.s. Modeling implementation strategies

An important distinction has to be done between the theoriesused to build models
and the strategies, or techniques, used to implement multi-domain models. Apart
from dedicated theories used in each domain of physics,unified theories, applicable
to several physical domains, were developed. Graph theories, such as Bond graph and
Linear graph approaches, and equational theories, such as the Virtual Work Principle,
are examples of unified theories, which are presented and compared in chapter 3.
Figure 1 mentions three important unified theories and the two main implementation
strategies:

1. A model is constructed for each physical domain independently, and thesub-
models are assembled at a numerical level. This results, for instance, in ablock
diagram representationof the system as shown in figure 2. Co-simulation,
which involves several simulation tools in the same process, is also part of this
category of modeling techniques.

Mechanical
subsystem

Electrical
subsystem

Numerical environment

Electrical formalism Mechanical formalism

Figure 2: Block diagram assembly of submodels in a numericalenvironment
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2. One global model, consisting ofone self-sufficient system of coupled equations,
is builded for the whole system and provided to the numericaltool. For instance,
this model can be constructed using unified theories, as illustrated in figure 3.
Strategies based on modeling languages also lead to one global model, but does
not rely exclusively on unified theories.

Electromechanical
system

Numerical environment

Unified theories

Figure 3: Unified theories provides a global model to the numerical environment

When developing control strategies for a system, block-diagrams are very often
used, but for building models, the numerical problems associated with the use of
block-diagrams or co-simulation, and especially the non-synchronized evaluation of
the submodels, make this technique non-reliable for modeling large MBS with elec-
tromechanical interaction.

From a modeling point of view, strategies based on unified theories or modeling
languages are more rigorous, but the efficiency of the modelsobtained with the latter
can be called into question for the applications aimed in this work.

In chapter 3, we present and compare different unified theories: Bond graph, Lin-
ear graph and Virtual Work Principle. With this in depth confrontation on the basis of
different “non-academic” electromechanical systems, we pioneered [60] in the world
of modeling and simulation. Indeed, most of the time, researchers focus on their ap-
proach and literature about comparison of modeling theories is very poor.

The main conclusion from this comparison is that, at the present stage, none of the
existing unified theories is fully satisfactory for the applications aimed in this work:

• Bond graphs are interesting for modeling 1D systems, described by scalar vari-
ables (e.g. electrical circuits, hydraulic or pneumatic systems, etc.), but they
suffer from important drawbacks, when considering 3D multibody systems.

• Linear graphs offer the possibility to model multidimensional systems and are
therefore effective for building electromechanical multibody models. Never-
theless, when large multibody structures are considered, it is less efficient then
other approaches, such as the recursive formulations, unless the latter can be
extracted from Linear graph theory.

• The Virtual Work Principle, based on an energy conservationprinciple, leads
to direct manipulations of the equations. Several properties of the mathemat-
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ical entities and the structure of the equations can be proven. For instance, it
is shown in section 3.3.3 that the electromechanical interaction does not af-
fect the structure of the electrical and mechanical equations, which can thus be
generated separately. However, because of the partial derivatives and multiple
summations involved in the computations, the Virtual Work Principle becomes
inefficient in the present context.

Hence, neither block diagrams nor strategies based on modeling languages or uni-
fied theories are fully staisfactory in the present context.Consequently, in the second
part of this thesis, a new strategy is proposed for building models of large electrome-
chanical MBS. Despite the problems mentioned before, we propose to generate the
submodels for the electrical and mechanical parts separately, but under a symbolic
form. As illustrated in figure 4, the coupling of the resulting equations is achieved at a
symbolic level and does not take place in the numerical environment. In this work, we
chose to use dedicated formalisms, presented in chapter 4, to obtain efficient electrical
and mechanical equations:

• The well-known Newton-Euler Recursive formalism is used for mechanical
multibody systems, together with the coordinate partitioning method [75] for
the elimination of the constraints.

• A circuit based formalism is described for electrical circuits which can involve
mutual inductive and capacitive influences, and permanent magnets. Extension
of the mechanical coordinate partitioning [75] is proposedfor constrained elec-
trical circuits.

Electromechanical system

Numerical environment

i

Electrical formalism
(symbolic model)

Mechanical
subsystem

Electrical
subsystem

Mechanical formalism
(symbolic model)

Figure 4: Symbolic submodels assembled in a global symbolicmodel

At the end of chapter 4, the symbolic submodels are rigorously coupled accord-
ing to specific flowcharts, especially when constraints exist between the generalized
variables of the system. One global model is provided to the numerical tool.

Chapter 5 deals with the symbolic implementation. Based on its own symbolic
engine, Robotran [20] is a program which generates symbolicdynamic and kinematic
equations for multibody systems. Its development started several years ago in our
division and it has already been used in many studies in multibody dynamics. During
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this research, on the basis of the same symbolic engine, we developed Electran which
generates symbolic equations for electrical circuits and electromechanical converters,
according to the formalism of chapter 4. As indicated in figure 5, these two softwares
are used independently and the obtained submodels are coupled together into a global
symbolic model, according to the flowcharts presented in chapter 4.

Mechanical Multibody
Symbolic Model

(Robotran)

Electrical Circuit
Symbolic Model

(Electran)

Electromechanical
Symbolic Model

Figure 5: Two softwares are used to obtain an electromechanical model

Finally, in the third part of this thesis, we present some applications, starting with
validation examples to assert the results obtained with Electran. In chapter 6, com-
parisons with other softwares and also with experimental measurements are shown.
Afterwards, in chapter 7, twoindustrial1 systems are considered, which are more rep-
resentative of the applications aimed in this research:

1. a parking gate system (see figure 6), consisting of a flexible barrier mounted on
a six-bar mechanism driven by an asynchronous three phase inductive motor,
and

2. a railway bogie, with articulated chassis, driven by three phase inductive motors
(see figure 7).

In both applications, electromechanical coupling is highlighted, which reinforces
the interest for multidomain modeling, possible for such complex applications thanks
to the use of dedicated formalisms to obtain efficient symbolic submodels, which are
rigorously coupled according to the flowcharts presented inchapter 4.

1This refers to applications encountered in and proposed by industries, in opposition toacademicappli-
cations (e.g. double-pendulum, pendulum on a cart, etc.) classically considered in teaching and research
activities.
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Figure 6: Parking gate

Figure 7: Railway bogie
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List of symbols

Operators
ȧ : first time derivative ofa
ä : second time derivative ofa
ã : tilde matrix associated with a (3 x 1) arraya
ã : tilde tensor associated with vectora

δa : virtual change (variation) ina

Suffixes
m : refers to mechanical variables
e : refers to electrical variables
em : refers to electromechanical variables

Indexes
u : refers to independent variables
v : refers to dependent variables
r : refers to reduced equations

Mechanical Symbols
N body : number of bodies
N joint : number of joints
sm : mechanical generalized joint variables

{
Î
}

: inertial reference frame

[
Î
]

=




Î1

Î2

Î3


 : array of the unit vectorŝIj associated with frame

{
Î
}

{
X̂i

}
: reference frame attached to bodyi

[
X̂i

]
=




X̂i
1

X̂i
2

X̂i
3


 : array of the unit vectorŝXi

j associated with frame
{
X̂i

}

Rih : relative rotation matrix between frames
{
X̂i

}
and

{
X̂h

}

Ri : absolute rotation matrix of frame
{
X̂i

}
with respect to

frame
{
Î
}

Ωi : relative angular velocity vector of bodyi with respect to
its parenth

ωi : absolute angular velocity vector of bodyi
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O′i, Oi : attach point of jointi on bodyi and its parenth, respec-
tively

zi : relative position vector
−−−→
OiO′i

dik : position vector ofOk with respect toO′i

dik
z : augmented position vector ofOk with respect toOi

Gi : center of mass of bodyi
dii : position vector ofGi with respect toO′i

dii
z : augmented position vector ofGi with respect toOi

xi : absolute position vector ofGi

mi : mass of bodyi
Ii : inertia matrix of bodyi
Ii : inertia tensor of bodyi
g : vector of gravity

Fi : vector of the forces applied to bodyi by its parenth
through jointi

Fi
ext : vector of the resultant of the external forces applied to

bodyi
Fi

tot : vector of the resultant of all the forces applied to bodyi
Li : vector of the torques applied to bodyi by its parenth

through jointi
Li

ext : vector of the resultant of the external torques applied to
bodyi

Li
tot : vector of the resultant of all the torques applied to bodyi

Ni : linear momentum of bodyi
Hi : angular momentum of bodyi

δπi : pseudo-vector of virtual infinitesimal rotation

M : generalized mass matrix
Qtot : total generalized forces
Q : generalized joint forces
Qc : generalized forces associated with conservative forces
Qnc : generalized forces associated with non-conservative

forces

T : kinetic energy
U : potential energy
Lm : mechanical Lagrangian
Jm : Jacobian of the mechanical constraints
λm : Lagrange multipliers associated with mechanical con-

straints
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Electrical Symbols
Nel : number of elements
Nnode : number of nodes
se : electrical generalized variables
w : electrical state variables
y : electrical algebraic variables
z : electrical sources values

s : number of sources
su : number of voltage sources
si : number of current sources
r : number of resistors
l : number of inductors
c : number of capacitors
p : number of permanent magnets

ik : current flowing through elementk
ukk : voltage drop across elementk
i : array of currents through the elements of a circuit
u : array of voltage drops across the elements of a circuit
qk =

∫ t

−∞
ik dt : charges accumulated in elementk

ϕk =
∫ t

−∞
ukk dt : fluxes through elementk

ϕl
jk : flux through inductorj due to inductork

ϕp
jk : flux through inductorj due to permanent magnetk

ϕp
j =

∑p
k=1 ϕp

jk : flux through inductorj due to the permanent magnets

Rj : resistance of resistorj
Ljj : self inductance of inductorj
Ljk : mutual inductance between inductorsj andk
Cjj : self capacitance of capacitorj
Cjk : mutual capacitance between capacitorsj andk

W ∗
m : magnetic co-energy

Wm : magnetic energy
W ∗

e : electrical co-energy
We : electrical energy

Le : electrical Lagrangian
Qe : generalized voltages
Je : Jacobian of the electrical constraints
λe : Lagrange multipliers associated with electrical constraints

Me : electrical mass matrix
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Electrical suffixes
su : refers to voltage sources
si : refers to current sources
s : refers to sources
r : refers to resistors
l : refers to inductors
c : refers to capacitors
p : refers to permanent magnets



xv

List of abbreviations
MBS : MultiBody Systems
ODE : Ordinary Differential Equations
DAE : Differential Algebraic Equations
d.o.f. : Degrees Of Freedom
NER : Newton/Euler Recursive
MTF : Modulated TransFormer
MGY : Modulated Gyrator
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1

Introduction

1.1 General context: Multidomain modeling

Scientists and engineers have always been interested in understanding, predicting
and controlling the behavior of the systems they are studying. In this text, we consider
a systemas an entity separable from the rest of the universe by means of physical
boundaries. The rest of the universe is theenvironmentof the system. A system and
its environment interact and exchange energy.

In order to achieve their goal, engineers construct and study a simplified and ab-
stracted representation of a system, called thesystem model. Following this definition,
the model will never be an exact representation of the systemand the predicted behav-
ior will always be approximate. Nevertheless, very precisemodels can be built.

As soon as computers were invented, engineers exploited thehigh computational
potential offered by these super calculators. From the physical theories, they could
obtain the equations describing the behavior of a system. Using computers they were
able to numerically solve these equations in order to predict how the system will react
to stimuli.

We can already distinguish two important steps in this process: first, the engineers
write the equations; second, the latter are solved numerically. The first step is what
we consider as themodelingphase, while the numerical step will be referred to as
thesimulationprocess. Initially, only the latter was implemented on computers while
the equations were still written by hand. A wide range of solvers were developed

3



4 1. INTRODUCTION

as independent software units allowing engineers to focus on the formulation of the
equations.

In the last three decades, numerous tools have been developed to assist engineers
in performing simulations, during both the modeling and thenumerical process. Some
of these are general purpose simulation programs such as Acsl or Matlab/Simulink.
Others were developed for simulations in specific fields of engineering such as elec-
trical circuits (e.g. Spice) or mechanical systems (Adams,Simpack, Dads, Robotran,
...). General purpose softwares allow to build models of anykind but the equations
have to be formulated in agreement with the tool conventions. On the other hand,
dedicated softwares use algorithms that are optimized for specific types of systems.

Engineers have recourse to models for several purposes:

• First, and this corresponds to the main use of models, they can be used for
simulations of systems (e.g. time integration, steady state equilibrium, modal
analysis, parametric study, etc.). When applied to non existing systems, simu-
lation helps predicting the behavior of new concepts, or of an existing system
subjected to modifications. Existing systems are also simulated to get informa-
tion on unmeasurable quantities. For example, the dimensioning of mechanical
parts requires knowledge of all the efforts acting on them. Time-simulation of
benchmarks also plays an important role when developing modeling tools be-
cause they allow for validation of the implemented algorithms on the basis of
comparisons with experimental measurements, or even with other simulation
softwares.

• Secondly, when designing control algorithm, it is necessary to have a certain
representation of the system to be controlled: the more accurate the model, the
better the design of the controller. In this context, linearized models, inverse
models, modal analysis and frequency-responses are commonly used.

• Thirdly, optimization procedures have become more and moreused these last
years. They allow for cost reduction and better characteristics of the optimized
system compared to the original one. Because of the numerousevaluations of
the cost functions, simplified representations of the systems were at first used,
but nowadays the cost functions involved in the optimization process can be far
more complex and may require a dynamic analysis step; for instance, making it
necessary to run a full time simulation of the system.

Thanks to the constantly increasing performances of moderncomputers, modeling
has taken on a larger place in the design process as apre-prototypingstage, allowing
for a cheaper and faster first analysis of a system. In parallel, for several years, the
requirements for technological systems have pushed the limits of the discrete design
approach, in which each physical part is designed independently from the others. In
order to meet today’s design requirements (precision, sizereduction, low costs, etc.),
an integrated design approach is necessary, making it necessary to take into account
all the aspects of the systems at the same time. For the case ofcontrolled electrome-
chanical systems, this refers to the discipline calledmechatronics. System modeling
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followed the same evolution, going from models of specific elements in the systems -
involving only one physical domain - to multi-domain modeling of the whole system.
For example, in the past, when studying mechanisms, no attention was paid on the
actuators, which were considered asideal force or torque sources. Similarly, when an-
alyzing electrical actuators, engineers did consider verysimple mechanical load (e.g.
constant inertia and viscous friction), not always representative of the actual mecha-
nism actuated by this motor. Nowadays, the integration at the design level is spreading
out over the modeling phase leading to multi-domain models,also calledmulti-physics
models, a major field of research over the last years, that led to several programs in
the field of mechatronic systems (20-sim1, Dymola2, Dynast3, DynaFlex4, etc.). Force
and torque sources are replaced by actuator models and complex mechanical models
take the place of simple inertial loads.

This integration at the design and modeling levels is of importance especially when
the time constants of the different subsystems have the sameorder of magnitude, and
also when considering systems with tight integration. Hereare just a few examples
illustrating the wide range of applications aimed by integrated approaches:

• mechatronic microsystems;

• spatial systems, for which large and light flexible structures are to be designed
and controlled;

• medical surgery robots, characterized by higher precisionstandards, have pushed
engineers to design more and more efficient controller requiring more and more
accurate models;

• Active control of vehicle suspensions and braking systems is another present
application in which modeling techniques are pushed as far as possible.

In this thesis, we are interested in building models of electromechanical
systems with complex structure and tight interaction between electrical
and mechanical parts. Our goal is to develop tools for automatically
generating, in the most “compact” form, the equations describing the
dynamics of these systems.

By electromechanical systems, we mean systems involving electrical and mechan-
ical energies and conversion from one type to the other. We will consider systems
with complex structure for which writing the equations by hand would be tedious and
endless, making the use of computer programs unavoidable during the modeling pro-
cess. A program generating the equations describing the dynamics of a system will be
referred to as amodel generatorprogram.

1http://www.20sim.com
2http://www.dynasim.se
3http://icosym-nt.cvut.cz/dynast
4http://real.uwaterloo.ca/ dynaflex
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Most of the industrial electromechanical applications maybe considered as a me-
chanicalmultibody systemsinteracting with electromechanical converters. The con-
version from electrical to mechanical energy is achieved byactuators, also called
motors, while sensorstransforms mechanical information into electrical signals.

Note: The industrial character of an application was used to refer to systems en-
countered in industries (e.g. cars, parallel robots, parking gate, railway bogies, etc.),
in opposition withacademicapplications (e.g. double pendulum, pendulum on a
cart, etc.) usually considered during teaching activities and fundamental research.

A multibody system(figure 1.1) is a set of bodies5 interconnected byjoints (e.g.
a spherical joint, a cylindrical joint, etc.) in which relative motion takes place. More
concepts related to multibody systems will be defined later on (see chapter 2).

bodies

joints

base

Figure 1.1: Multibody System Representation

The electromechanical converter is assumed to be represented by an equivalent
circuit involving only elementary electrical dipoles (sources, resistors, inductors and
capacitors). Mutual inductive and capacitive influences aswell as permanent magnets
will be considered. This still allows to cover most of the electromechanical converters
involved in industrial applications (induction and permanent magnet motors, capaci-
tive sensors, etc.), as can be observed in [25].

The constant evolution of computer technology has opened new perspectives for
the use of models in every task where dynamic analysis is required or can bring new
insights on the system.

Depending on his needs, an engineer will use different typesof models, notably:

• Continuous modelswhich deal with representations of the system on the basis of
distributed parameters inside the matter. They consider that energy is distributed
within the system (e.g. fluids, thermic models, etc.). From amathematical point
of view, the dynamic behavior of a continuous system is determined by partial

5This text only considers rigid bodies but multibody systems ingeneral may involve flexible bodies.
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derivative equations and boundary conditions. The finite-element based meth-
ods are very common for building continuous models in every field of engineer-
ing.

Continuous models give a prediction of the behavior of the matter but they re-
quire important computational resources and thus long simulation time.

• Lumped parameter modelswhich consider the system as an assembly of com-
ponents exchanging energy at specific locations calledpoles, or ports 6. Com-
ponents with two poles are calleddipoles. For example, electrical resistors,
sources, capacitors and inductors are electrical dipoles.The behavior of each
component is then determined by algebraic and/or differential equations called
the constitutive equations. These equations are often expressed in terms of sev-
eral parameterscharacterizing the component. Besides the constitutive equa-
tions, interconnection equations expressing the energetic exchanges will be nec-
essary to build a model.

Opposite to continuous models, lumped parameter models predict the macro-
scopic behavior of systems. They require fewer computations than continuous
modeling and are much faster, but do not provide as much information.

Both continuous and lumped parameter models are very common, and the desired
information and/or result will dictate the required level of modeling. For example,
engineers interested in controlling an articulated robot will resort to a model of the
involved joints and bodies in order to relate the control variables to the position of the
tool: a lumped parameter model is usually sufficient since bodies can be assumed to
be rigid. The same model will give information on the forces inside the joints of the
robot. If interested in designing a specific mechanical partof the robot, the engineer
may use a continuous model to analyze the deformations or vibrations of this part
when the joint forces are applied.

In this research, we focus on lumped parameter modeling and the dynamic be-
havior of a system is determined by, at least, a set of ordinary differential equations7

(ODEs) in terms of thedynamic variabless and timet:

ṡ = f(s, t) (1.1)

Note: Sometimes, the differential equations are of higher order but it is always pos-
sible to define a set of dynamic variabless to fit the generic form (1.1).

.

The physics of the system may imposeconstraintsbetween the dynamic variables
s and timet, that take the form of purely algebraic relations8

g(s, t) = 0, ∀t (1.2)

6The concept of ports is inherited from the bond graph theory,see [35].
7The dynamic equations are given here in explicit form. They may also be formulated under an implicit

form f(ṡ, s, t) = 0.
8Unilateral constraints (e.g.g(s, t) ≤ 0) also arise in some situations, e.g. for variable configuration

systems, but will not be considered in this work.
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Because of theseconstraints, the dynamic variabless are not independent, and
the full set of equations to be considered is a set of differential-algebraic equations
(DAEs):

ṡ = f(s, t)
g(s, t) = 0

(1.3)

Numerous numerical solvers exist for ODEs as well as for DAEs. Nevertheless,
for some highly non-linear applications encountered in multibody dynamics (for in-
stance, in railway dynamics), solving DAEs may lead to numerical problems such as
divergence and lack of stability [18]. The probability for such issues when using ODE
solvers is much lower thanks to the existence of robust algorithms for these systems of
equations. Therefore, for the applications aimed at in thiswork, DAEs will be avoided
as far as possible, and transformed into ODEs by constraint reduction techniques, in
which constraints 1.2 are rigourously solved (atalgebraic level), analytically or by
means of a Newton-Raphson type method, at each time step.

In this thesis, we enforced ourself in always trying to obtain ODEs in-
stead of DAEs. Where applicable, reduction procedures will be imple-
mented in order to eliminate the constraints, once solved, and transform
system 1.3 into system 1.1.

1.2 Existing multi-domain modeling techniques

Bond Graphs Linear Graphs
Virtual Work

Principle

Block Diagrams Coupled Equations

Unified Modeling Theories

Model Implementation Strategies

Figure 1.2: Modeling theories v.s. Modeling implementation strategies

At this stage, an important distinction has to be done between the theories used
to build models and the strategies, or techniques, used to implement multi-domain
models. Apart from dedicated theories used in each domain ofphysics,unified theo-
ries, applicable to several physical domains, were developed. Graph theories, such as
Bond graph and Linear graph approaches, and equational theories, such as the Virtual
Work Principle, are examples of unified theories, which are presented and compared
in chapter 3. Figure 1.2 mentions three important unified theories and the two main
implementation strategies:
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1. A model is constructed for each physical domain independently, and thesub-
models are assembled at a numerical level. This results, for instance, in ablock
diagram representationof the system as shown in figure 1.3. Co-simulation,
which involves several simulation tools in the same process, is also part of this
category of modeling techniques.

Mechanical
subsystem

Electrical
subsystem

Numerical environment

Electrical formalism Mechanical formalism

Figure 1.3: Block diagram assembly of submodels in a numerical environment

2. One global model, consisting ofone self-sufficient system of coupled equations,
is builded for the whole system and provided to the numericaltool. For instance,
this model can be constructed usingunified theories, such as graph theories or
the Virtual Work Principle. This is illustrated in figure 1.4. These theories are
based on analogies between the different fields of physics and are used to obtain
one global model of the whole system.

Electromechanical
system

Numerical environment

Unified theories

Figure 1.4: One model is provided to the numerical environment

Strategies based onmodeling languagesalso lead to one global model, but does
not rely exclusively on unified theories. Using general concepts of equations,
objects and connections, a model is constructed for the different parts of the
system. For instance, the program Dymola is based on the modeling language
Modelica [72], which uses Bond graph theory, but whom multibody models are
obtained with another approach.
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In the following sections, in addition to the block diagram technique, strategies
based on unified theories and modeling languages will be described independently
because of the important differences appearing in the implementation of the corre-
sponding tools.

1.2.1 Block-diagrams and coupled simulations

This strategy is illustrated in figure 1.3, which shows how the submodels are con-
nected inside the numerical environment. The different submodels are usually gener-
ated using formalisms and programs optimized for their particular field of application,
which leads to efficient submodels.

Block diagrams offer a good visualization of the system as the assembly of subsys-
tems, but the simulation resultsstrongly depend on how the numerical program deals
with their interconnection. Algebraic loops, numerical instability and synchronization
between the evaluation of the blocks are the main issues encountered with this model-
ing technique. Most of the time, the blocks are evaluated oneafter the other and their
dependencies are not necessarily taken into account at the same value of timet.

For example, let us consider an electromechanical system involving an actuator
driving a mechanism. Both subsystems contain differentialequations and an elec-
tromechanical model is built by simply interconnecting thecorresponding blocks, as
shown in figure 1.5.a. The electrical machine model needs themechanical positions
and velocities, respectively denotedθ and dθ

dt
, while the mechanical system is directly

influenced by the electromechanical forceFelme. Once the electrical block has been
solved, the forceFelme is transmitted to the mechanical model that can be solved and
the mechanical position is computed and transmitted to the electrical block. This pro-
cess leads to a non-synchronized evaluation of both models and the electromechanical
forceFelme is evaluated with the mechanical positions and velocities of the previous
time. This non synchronized computation may be acceptable if the time difference is
sufficiently reduced by imposing small time steps, at the costs of longer computation
time; nevertheless, this is neither efficient nor rigorous.

Mechanism
Electrical
machine

Vin

è    è, d /dt

Felme

Electromechanical
System

Vin è    è, d /dt

(a) (b)

Figure 1.5: “Two-blocks” (a) and “one-block” (b) model of anelectromechanical sys-
tem

Even with smaller time steps, for systems with strong dynamics (e.g. highly non-
linear, large frequency range, etc.), the validity of the results can be called into ques-
tion. This was observed in practice with the model of a mechanism driven by an
electrical motor. We compared the results obtained from a “two-blocks” model and
a “one-block” model as in figure 1.5.b. In the “one-block” model, the electrical and
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mechanical equations are properly coupled and evaluated together at the same instant
of time. Figure 1.6 shows the rotor angular position (figure 1.6.a and a zoom in figure
1.6.b) and the electromechanical torque (figure 1.6.c and a zoom in figure 1.6.d)9. The
obtained positions are almost identical for both models while the differences between
the two torques are more important, especially at the start of the simulation, when the
system behavior is more dynamic.
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Figure 1.6: “Two-blocks” (a) and “one-block” (b) model simulation results

Looking at the numerical values in the result file (figure 1.7), we can observe that
the differences are due to the non-synchronized evaluationof the electromechanical
torque. The same torque is computed but applied one time stepafter when considering
two blocks for the model10. From physical point of view, we are inclined to trust more
the “one-block” model because of the synchronized evaluation of both systems of
equations.

From this short discussion, it appears that, unless the interaction between the
blocks is taken into account rigorously, gathering the submodels inside one global
model is a better alternative to avoid numerical uncertainties about the results. We
therefore recommend to avoid the use of block diagrams to build models, what does

9The dotted line represents the results obtained with a synchronized evaluation of both submodels.
10Both simulations used the same fixed time step integrator (Matlab’s integratorode5, based on Dormand-

Price integration procedure, with a10−6s time step).
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not mean that block diagrams cannot be used when designing control applications, for
which they are very well suited.

Electromechanical torque
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Figure 1.7: Results obtained with the “one-block” and “two-blocks” models

Coupled simulationis a similar approach that uses separate simulation programs
integrated in the same numerical process. Once again, dedicated tools and formalisms
may be used for each particular domain, but problems may arise during the numerical
process [38].
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1.2.2 Strategy based on unified theories

The strategy based on unified theories is illustrated in figure 1.4. It has the advan-
tage that all the different parts of the system are represented in the same way and one
global model can be constructed. All the equations from the different fields of physics
are coupled and solved at the same time step, which protects us from some numerical
problems.

There are two main types of unified theories:

• On one hand, based on electrical analogies between the physical domains,graph
theories, also calledsystem theoriesrepresent the system as an assembly of
interconnected components [35, 53].

• On the other hand,equational unified theoriesdirectly starts from the funda-
mental laws describing the dynamics of the system and are based on energy
conservation principles.

In [60], we confronted three of these theories: Bond graph, Linear graph and
Virtual Work Principle, on the basis of simple and more complex electromechanical
applications. In this work, we pioneered an in depth comparison of different modeling
strategies, allowing us to have a precise view of the existing techniques. So far in
literature, we could find description of different techniques but very rarely an objective
and detailed confrontation as the one we conducted in [60].

Chapter 3 will expose these unified theories, among which Virtual Work Principle
is an equational unified approach, compared to Bond graph andLinear graph which
are based on a unified graphical representation of the different physical subsystems.
Basic concepts and principles will be illustrated on a simple electromechanical system
and discussions about the use of these methods in the presentcontext are presented.
Virtual Work Principle will be developed in detail, since itwas the starting point of our
research for an unified method able to deal with industrial applications. Moreover, it
is an approach that is not very often considered as deeply as we do in this text, which
was necessary in order to highlight the parallelism existing between electrical and
mechanical models. Several properties of the mathematicalentities involved in the
equations can also be demonstrated thanks to the developments of the Virtual Work
Principle.

Unified theories can be used to obtain the DAEs determining the behavior of the
system. If necessary, reduction procedures can then be applied in order to transform
these DAEs into ODEs, whatever the theory that was used. Nevertheless, our opinion
is that, since reduction methods directly manipulates the equations, equational unified
theories, such as the Virtual Work Principle, are more naturally followed by these
techniques.
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1.2.3 Strategy based on modeling languages

In 1978, Hilding Elmqvist proposed a new approach to model physical systems
by designing and implementing the Dymola modeling language[11]. The basic idea
behind Dymola was to use general equations, objects and connections to allow model
developers to look at the modeling from a physical perspective instead of a mathe-
matical one [72]. For the implementation, graph theory (based on bond graphs) was
used and symbolic algorithms were introduced in order to transform the model into an
appropriate form for numerical solvers. Several simulation tools based on the same
approach were developed: NMF [57], ObjectMath [22], SIDOPS[9], etc., and in
1996, Hilding Elmqvist initiated an effort to unify those modeling languages into one
unique modeling language called Modelica. A detailed history about Modelica can be
found in [72], which has become well-developed since then.

The causality11 assigned to an equation tells us whether the right member is af-
fected to the left one, or reverse. Sometimes, the same set ofequations can be solved
with different causality assignment, leading to differentresults. Modelica is a model-
ing language based on the assumption that the behavior of anysystem can be repre-
sented by an acausal model, which can be used to obtain different results (e.g. direct
or inverse dynamics). On the basis of Bond graph theory, Modelica combinescon-
stitutive equations, that dictate the behavior of each component of the model, with
conservation equations[72]. Afterwards, causality analysis helps finding out how the
equations can be used to obtain the desired results. It also allows to detect the pres-
ence of constraints. Nevertheless, constraint reduction is not considered in Modelica,
so that DAE solvers are necessary.

From an algorithmic point of view, modeling languages are, most of the time,
based on an object-oriented philosophy and benefit from several features such as in-
heritance and hierarchical modeling, and the possibility to build libraries of models.
Already many libraries exist for the Modelica language helping the user in construct-
ing multi-domain models.

Looking at the structure of a classical model using Modelicalanguage, we find
several levels of modeling going from a high one where the model is actually an in-
terconnection of smaller units which are themselves the interconnection of additional
subunits, etc. to a very basic level where the model is a set ofDAEs describing the
behavior of the elementary element. This is illustrated in figure 1.8 where the model
of a controlled “parallel platform” was built. The completemodel involves several
submodels: one mechanical structure, denoted “wrist”, andfour DC-motors with their
controllers.

From an implementation point of view, the symbolic approachused in Modelica
allows for providing a global model to the numerical solver,and also to simplify the
equations. However, no reduction procedure is implementedand DAE solvers are
used.

11more details about this concept are given in section 3.1, whenpresenting the Bond graph theory.
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PID Controller

DC-motor

Figure 1.8: Parallel platform model using Modelica

The idea behind this modeling language is interesting but has several disadvan-
tages:

• Since a model is assembled from several units already made upof subunits, the
number of variables and equations to be considered explodesand many of these
variables are equal. Indeed, at each level, new interactionvariables are defined
that correspond to variables of the subunits. This becomes critical when large
and complex systems are considered. Fortunately, a symbolic approach is used
and simplifications can be achieved but nevertheless, from our experience, the
number of variables remains problematic.

In the example of figure 1.8, each DC-motor involves a connecting port through
which the torque is applied to the mechanism and from which the mechanical
velocity is retrieved as input to the electrical model of themotor. Associated to
this port are two variables coming from another subunit, butalso correspond-
ing to variables of the complete model as well as the motor model. The same
physical variable is duplicated several times throughout the model.

• From a numerical point of view, the use of DAEs solvers may lead to several
numerical problems for highly nonlinear applications.
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Modelica can be considered as a good base for building multidomain models. It
has developed well over the last years and the provided libraries enrich its use and
reduce the development work to be done. Of course, using these libraries forces us to
accept several assumptions and implementation conventions decided by others, which
is sometimes frustrating.

For example, while building the model of the parallel platform, we needed to
retrieve some electrical variables to input them into our controller models. The con-
troller and the DC-motor were modeled using different libraries which could not di-
rectly be interfaced and we were forced to redefine a conversion element; what re-
quires to look deeply into the implementation of both libraries.

In this research, we are more interested in the formalisms and their implementation
and we have chosen another platform to unify our models. Since portability was one
of our objectives, we decided to give the possibility to generate models in different
well-known languages such as Matlab, C, Java, etc. Modelicacould be one of them.

1.3 Objectives

As already mentioned, we are interested in building models of electromechanical
systems withlarge andcomplexmultibody mechanical structure and tight interaction
between electrical and mechanical parts. A multibody structure is considered to be
largewhen it involves numerous (more than 20) degrees of freedom (d.o.f.). Our goal
is to develop tools for automatically generating the equations describing the dynamic
behavior of these systems.

For the reasons discussed above, block diagrams are rejected and strategies based
on modeling languages will not be considered. Hence, we explored the possibility to
use unified theories to represent the different parts of the system under the same for-
malism. In that sense, in [60], we presented and compared graph and equational ap-
proaches. This work pioneered anin depth confrontation of different modeling strate-
gies, on the basis of complex electromechanical examples. Chapter 3 introduces the
basic concepts of the considered theories and discuss theirapplication on electrical
circuits, unidimensional electromechanical and multibody systems.

Equational approaches and more precisely the Virtual Work Principle received,
from a theoretical point of view, our full attention for several reasons:

• First, it offers an interesting framework for electrical, mechanical and elec-
tromechanical systems, especially when Lagrange equations are obtained.

• Second, constraints are rigorously taken into account by means of Lagrange
multipliers, leading to reduction techniques of primal importance to avoid the
use of DAE’s solvers.

Note: These reduction procedures can also be applied to equations obtained with
other unified theories. Nevertheless, we believe that they are more naturally applied
when starting from equational approaches, such as the Virtual Work Principle, rather
than from graph approaches.
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• Third, the demonstration of several properties of the involved mathematical en-
tities naturally follows the theoretical developments.

The Virtual Work Principle is exposed in detail in chapter 3,in order to highlight
the original formulation that we propose for multibody mechanical and electrome-
chanical systems conjointly:

• For mechanical systems, we start from Newton-Euler equations of rigid bodies
as in [55] and [78], what differs from most of the recent approaches that start
from the d’Alembert principle at a local level [76, 67, 31]. Lagrange equations
for multibody systems are then derived.

• For electrical systems, our formulation is inspired from Hadwich and Pfeiffer
[26] and Lagrange equations are obtained for electrical circuits.

• The electromechanical formulation is based on the definition of an electrome-
chanical Lagrangian. This was already proposed by Hadwich and Pfeiffer [26]
but they considered the electromechanical interaction by means of constraints,
which is artificial and unnecessary from our point of view.

Despite these positive features associated withtheoretical aspects, the Virtual
Work Principle suffers from several disadvantages from theimplementation point of
view, as soon as complex applications are considered, since correct but inefficient
models are generated. Moreover, physical insights are lostwhen considering electri-
cal systems, as shown in section 3.3.2.

For all the reasons stated before and because we are interested in applications
involving large and complex multibody structures and tightelectromechanical inter-
actions, none of the present techniques (block diagrams andstrategies based on unified
theories or modeling languages) is fully satisfactory.

Electromechanical system

Numerical environment

i

Electrical formalism
(symbolic model)

Mechanical
subsystem

Electrical
subsystem

Mechanical formalism
(symbolic model)

Figure 1.9: Symbolic submodels assembled in a global symbolic model

In the second part of this thesis, we propose a new strategy, illustrated in figure 1.9,
for modeling large and complex multibody systems coupled with electromechanical
converters. In this strategy, dedicated formalisms are used to generate the symbolic
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models of the multibody and electrical subsystems. These submodels are then assem-
bled into a global symbolic electromechanical model. The possibility to use dedicated
formalisms was an advantage of the block-diagram strategy but, in the proposed ap-
proach, the assembly of the obtained submodels is achieved at a numerical level and
does not take place in the numerical environment. On the contrary, we decided to
provide a global model to the numerical tool.

In chapter 4, we present in details the specific formalisms that we decided to im-
plement:

• The well-known Newton-Euler Recursive formalism is used for mechanical
multibody systems. It has the advantage to provide equations identical to the
Virtual Work Principle and thus benefits from the same advantages, among
which the use of Lagrange multipliers technique for constrained systems, such
as closed-loop systems.

• For electrical circuits, a circuit based formalism is described for circuits with
mutual inductive and capacitive influences, and permanent magnets. Extension
of the mechanical coordinate partitioning [75] is proposedfor constrained elec-
trical circuits.

In chapter 5, an original tree representation (obtained by opening the loops) is
proposed for electrical circuits and topological concepts, inspired from those used
in multibody dynamics, are defined. Symbolic implementation of the dedicated for-
malisms is realized. After generation of the electrical andmechanical symbolic sub-
models, the latter are assembledsymbolicallyin a globalelectromechanical model.

In the third part of this text, we first present, in chapter 6, the validation of our
implementation on the basis of simple electrical circuits and electromechanical sys-
tems. In chapter 7, we demonstrate our ability to model two industrial applications,
requiring an effective coupling between electrical and mechanical equations:

1. a parking gate system, consisting of a flexible barrier mounted on a six-bar
mechanism driven by a three phase asynchronous actuator, and

2. a railway bogie with three phase asynchronous motors.

In both applications, electromechanical coupling is highlighted, which reinforces
the interest for multidomain modeling, possible for such complex applications thanks
to the use of dedicated formalisms to obtain efficient symbolic submodels, which are
rigorously coupled according to the flowcharts presented inchapter 4.

This text ends with some conclusions and prospects for future work.
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Definitions, concepts and
notations

Abstract
The general context of this research has been described at the beginning of this text.
Let us remind that we will consider multibody systems coupled with electromechani-
cal converters. This chapter focus on the definition of classical concepts in the fields
of multibody dynamics and electrical circuit analysis. The different notations used
throughout this thesis are also defined. Some symbols serve in both mechanical and
electrical fields, while representing different things. So as not to confuse the reader,
we tried, as far as possible, to avoid redundant symbols, at the cost ofnew notations
replacing the traditional ones.

19



20 2. DEFINITIONS, CONCEPTS AND NOTATIONS

2.1 Multibody systems

2.1.1 Fundamental concepts

As defined before, amultibody system(see figure 2.1.a) is a set of bodies inter-
connected by joints (e.g. spherical joint, hinge joint, sliding joint, etc.). Ajoint is
always assumed to be connected with two bodies atconnecting points, also calledat-
tach points. At least one joint is connected with an inertial reference body called the
base[56].

As regards the system topology, we will considertree-likeandclosed-loopmulti-
body structures, respectively illustrated in figures 2.1.aand 2.1.b. As will be explained
later on, a closed-loop structure is modeled by first openingthe loops and then writ-
ing geometrical constraints expressing their closure. Hence, a multibody system may
always be represented by a tree with the bodies asnodesand the joints asbranches,
the base of the multibody system being the root of the tree. For tree-like structure,
denotingN body the number of bodies andN joint the number of joints, we have
N body = N joint. Moreover, there is only onepath (sequence of branches) to go
from the base to any other body.

bodies

joints

base

loop

loop

(a) (b)

Figure 2.1: Tree-like structure (a) and closed-loop structure (b)

A kinematic chainis defined as an ordered collection of interconnected bodiesthat
does not form a loop, starting at a reference body to end at a terminal body1.

In line with the previous definition, it is possible to use some filiations concepts
inherited from the family tree representation:

• ancestor: body i is ancestor of bodyj if the kinematic chain going from the
root to bodyj (excluded) contains bodyi.

1To be precise, the reference body can be any body and the terminal bodies are not necessarily “leaf”
bodies.
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• direct ancestoror parent: among the ancestors, the direct ancestor - or parent -
of body i is the one directly connected to bodyi (because of the tree structure
of multibody systems, there is only one parent).

• descendant: body i is descendant of bodyj if the kinematic chain going from
the root to bodyi (excluded) contains bodyj.

• direct descendantor child: among the descendants, a direct descendant - or
child - of body i is a descendant directly connected to bodyi (one body may
have several children).

• leaf: a leaf is a terminal body that does not have any descendant.

These concepts can be illustrated with figure 2.2. In the latter, we can see that:

• body 2 is ancestor of bodies 3, 4, 5, 6, 7 and 8

• body 6 is parent of bodies 7 and 8

• body 3 is the child of body 2

• bodies 4, 7 and 8 are leaf bodies

1

2

3

4

5
6

7

8

1

2

3

4

5 6

7

8

0

Figure 2.2: Illustration of filiation concepts

2.1.2 Topology representation

From a computational point of view, it is easier to refer to bodies and joints by
means of indexes. The bodies are therefore numbered with rising numbers from the
base (index 0) to the leaf bodies. The joints receive the sameindex as the body that
follows directly in the tree structure. This is also illustrated in figure 2.2.

A inbody vector is used [56] to refer to the parent of each element:inbody(i) = h
if bodyh is the parent of bodyi. For the example of figure 2.2,inbody = [0 1 2 3 2 5 6 6].
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2.1.3 Frames and vectors

h

k

j

body i

zi

zk

zj

dik

dij

O
i

O
k

O
j

O’
i

O’
k

O’
j

ùi

Ùi

l

m

R
ih

dz

ik

pi

Figure 2.3: Frames and vectors definitions

Figure 2.3 shows several important frames and vectors defined below:
- O′i, Oi are the attach points of jointi on bodyi and its parenth, re-

spectively;

- zi is the relative position vector
−−−→
OiO′i within joint i;

- dik ≡ dil is the position vector of the attach pointOk of joint k with
respect to the attach pointO′i of joint i, bodyk being the child
of bodyi;

- pi is the absolute position vector of the attach pointOi;
It is also convenient to define the augmented position vectorof joint k (figure 2.3),

dik
z , zi + dik (2.1)

The orientation of the various bodies is described by means of the following quan-
tities:

-
{
Î
}

is the inertial reference frame attached to the base (body 0). It

is composed of three base vectors
{
Î
}

=
{
Î1, Î2, Î3

}
,

-
{
X̂i

}
is the body-fixed frame attached to bodyi and located at its
center of massGi,

- Rih is the rotation matrix such that
[
X̂i

]
= Rih

[
X̂h

]
,

- Ri is the absolute rotation matrix such that
[
X̂i

]
= Ri

[
Î
]
,

- Ωi is the relative angular velocity vector of bodyi with respect to
its parenth.
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In the previous definition,
[
X̂i

]
refers to a column array containing the unit vectors

of the frame
[
X̂i

]
=




X̂i
1

X̂i
2

X̂i
3


 (2.2)

and a vectorv can be expressed in the body-fixed frame as2

v =
[
X̂i

]T

v =
[
X̂i

]T




v1

v2

v3


 (2.3)

= v1X̂
i
1 + v2X̂

i
2 + v3X̂

i
3 (2.4)

The absolute angular velocity vectorωi =
[
X̂i

]T

ωi, is defined on the basis of

the rotation matrixRi and the so-calledtilde matrixω̃i [56]:

ω̃i ,




0 −ωi
3 ωi

2

ωi
3 0 −ωi

1

−ωi
2 ωi

1 0


 , RiṘiT

(2.5)

and is of practical interest when differentiating with respect to time a position vector
vP expressed in a mobile frame:

vP =
[
X̂i

]T

v (2.6)

v̇P ,
dvP

dt
(2.7)

=
[
Î
]T d

(
RiT

v
)

dt
(2.8)

=
[
Î
]T (

RiT

v̇ + ṘiT

v
)

(2.9)

=
[
X̂i

]T

v̇ +
[
X̂i

]T

RiṘiT

v (2.10)

One of the properties of the rotation matrixRi is to be orthogonal, meaning that
RiRiT

= E, whereE is the unit matrix. Taking the first time-derivative of this
expression, one gets

ṘiRiT

+ RiṘiT

= 0 (2.11)

and thus
RiṘiT

= −ṘiRiT

(2.12)

2where superscriptT refers to the transposed matrix,
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The latter indicates thatRiṘiT

is antisymmetric and, there must exist a vector

ωi =
[
X̂i

]T

ωi whose tilde matrix is such that

ω̃i = RiṘiT

(2.13)

Replacing̃ωi in 2.10, we get

v̇P =
[
X̂i

]T

v̇ +
[
X̂i

]T

ω̃iv (2.14)

=
o
v

P
+ ωi × vP (2.15)

where we used the vector cross productv × w =
[
X̂i

]T

ṽw = −
[
X̂i

]T

w̃v.

Physically speaking, the first term of 2.15,
o
v

P
, represents therelative velocityof

pointP with respect to frame
{
X̂i

}
. The second termωi ×vP takes into account the

rotation of frame
{
X̂i

}
with respect to the inertial frame

{
Î
}

.

By additivity of the relative angular velocity vectorsΩh, the absolute angular

velocity vectorωi of the body-fixed frame
{
X̂i

}
is equal to

ωi =
∑

h≤i

Ωh (2.16)

where
∑
h≤i

represents the summation over bodyi and its ancestors.

Note: Although the inequality sign is used here, it does not refer explicitly to an
ordering in the mathematical sense:i < j means thati is ancestor ofj.

Taking the first time derivative, we obtain the absolute angular accelerations as

ω̇i =
∑

h≤i

Ω̇
h

=
∑

h≤i

(
o

Ω
h

+ ω̃
h · Ωh

)
(2.17)

whereω̃
h · Ωh = ωh × Ωh, andω̃

h is the tilde tensor associated withωh.
In this study, we considerrigid bodies and the relative position between two mate-

rial points of the same body is constant. Hence, knowing the position of one reference
pointQ attached to each body and the orientation of the latter is sufficient to determine
the configuration of the system. The position vector of any material pointP can thus
be written:

vP = vQ +
−−→
QP (2.18)

wherevQ is the position vector of the reference pointQ and
−−→
QP represents the relative

position vector ofP with respect toQ, see figure 2.4.
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. .
Q

P

vQ vP

{Î}

Figure 2.4: Position vectors for rigid bodies

2.1.4 Joint modeling hypotheses

The relative motions allowed by the joint define its number ofrelative degree of
freedom(relative d.o.f.). As in [56] we have decided to limit the setof possible joints
to two elementary cases: theprismaticandrevolutesingle-degree-of-freedom joints,
as illustrated in figure 2.5. This is not restrictive becauseany physical joint can be
represented by a succession of elementary joints. For example, it is well-known that
any rotation can always be replaced by three successive rotations about orthogonal
axis. More details on this will be given in chapter 5.

Onegeneralized coordinatesm
i will be associated3 with each jointi. It represents:

• for a prismatic jointi, the relative displacementξi of O′i with respect toOi,
measured along the unit vectorêi (see figure 2.5.a),

• therelative rotation angleθi of bodyi with respect to its parenth around̂ei, if
joint i is revolute.

êi

O’
i

O
i

h

i

(a)

êi

O’ O
i= i

O
i

h

i

è
i

(b)

Figure 2.5: Prismatic joint (a) and revolute joint (b)

3Here, the superscriptm is introduced to characterize the mechanical quantities. Later on, we will define
the electrical generalized variablesse.
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For a tree-like multibody system withN body bodies and joints, the system con-
figuration can be fully determined byN joint = N body generalized coordinatessm

representing the relative motion in the joints.
With the above definitions, the relative motion of bodyi with respect to its parent

h can be characterized by the following joint vectors:

zi = sm
i ψi

Ωi = ṡm
i ϕi (2.19)

where vectorsψi andϕi are defined as:

ψi
, êi and ϕi , 0 if joint i is prismatic

ψi
, 0 and ϕi , êi if joint i is revolute

(2.20)

The corresponding relative velocity and relative acceleration joint vectors are:

o
z

i
= ṡm

i ψi

oo
z i = s̈m

i ψi

o

Ω
i

= s̈m
i ϕi

(2.21)

wheregeneralized velocitieṡsm
i ,

dsm
i

dt
andgeneralized accelerations̈sm

i ,
d2sm

i

dt2

have been introduced.

2.1.5 Dynamic quantities

Here are the definitions of the main quantities, illustratedin figure 2.6, that will be
necessary to characterize the dynamic behavior of the multibody system:

- mi andIi =
[
X̂i

]T

Ii
[
X̂i

]
are respectively, the mass of bodyi and its
inertia tensor with respect to the center of
massGi.

- dii =
[
X̂i

]T

dii is the position vector of the center of mass
Gi with respect toO′i.

- xi =
[
Î
]T

xi is the absolute position vector of the center
of massGi.

- g is the vector of gravity.
- Fi andLi are respectively the internal resultant force

and torque applied to bodyi by its parenth
through the jointi. According to Newton’s
third law, reaction forces−Fi and−Li are
applied on bodyh. Similarly, in figure 2.6,
bodyi undergoes the reactions−Fk, −Lk,
−Fj and−Lj due to its children jointsj
andk.
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Figure 2.6: Dynamic quantities

- Fi
ext andLi

ext are the resultant loads acting on bodyi from the multi-
body system environment (excluding gravity) under the
form of an equivalent resultant forceFi

ext applied to its
center of massGi and a resultant torqueLi

ext with respect
to the same point.

It is also convenient to define an augmented vectordii
z to locate the center of mass:

dii
z , zi + dii (2.22)

The total resultant forceFi
tot and torqueLi

tot applied on bodyi are given by:

Fi
tot = Fi −

∑

h∈i

Fh + Fi
ext + mi g (2.23)

Li
tot = Li −

∑

h∈i

(
Lh +

(
d̃ih − d̃ii

)
· Fh

)
+ Li

ext + d̃ii
z · Fi (2.24)

where
∑
h∈i

refers to all the children of bodyi.

According to the previous definitions, the absolute position vector of the center of
massGi of bodyi can be obtained from the relative displacement vectors as

xi =
∑

h≤i

(
zh + dhi

)
=

∑

h≤i

dhi
z (2.25)

Taking the time derivatives, we find the absolute velocity vector of the center of
massGi to be

ẋi =
∑

h≤i

ḋhi
z =

∑

h≤i

(
o
z

h
+ ω̃

h
dhi

z

)
(2.26)
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and its absolute acceleration vector as

ẍi =
∑

h≤i

ḋhi
z =

∑

h≤i

(
oo
z

h
+ 2 ω̃

h o
z

h
+ ˜̇ωh

dhi
z + ω̃

h
ω̃

h
dhi

z

)
(2.27)

As stated before, since bodies are rigid, knowing the position of one reference
material point and the orientation of the body is sufficient for determining the position
of any point of the body. If we take the center of massGi as reference point, the
position vector of any pointP on the body is

vP = xi + rP (2.28)

whererP represents the relative position vector ofP with respect toGi. This vector

is constant in the body fixed frame
{
X̂

}
and

o
r

P
= 0.

The velocity vector of pointP is, taking into account 2.15,

v̇P = ẋi + ṙP = ẋi + ωi × rP = ẋi + ω̃
i · rP (2.29)

whereω̃
i is the tilde tensor associated withωi.

The linear momentumNi of bodyi is defined as:

Ni , mi ẋi (2.30)

Theangular momentumof bodyi with respect to its center of mass is defined as:

Hi ,

∫

i

(r × ṙ) dm

=

∫

i

(
r ×

(
ωi × r

))
dm

= −
∫

i

(
r ×

(
r × ωi

))
dm

=
[
X̂i

]T
(
−

∫

i

r̃r̃dm

)
ωi

Hi =
[
X̂i

]T

Iiωi = Ii · ωi (2.31)

whereIi , −
∫

i
r̃r̃dm is theinertia matrixwith respect toGi.

In the above expressions,dm denotes the mass characterizing the material points
constituting bodyi. Accordingly, we obtain the total mass of bodyi by summing these
masses over the whole body [56]:

mi =

∫

i

dm (2.32)
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2.1.6 Newton/Euler equations of motion

According to Newton’s second law, the motion of the center ofmass of bodyi
subjected to forcesFi

tot whatever their origins is given by

miẍi = Fi
tot (2.33)

where we have used the definition of the linear momentum 2.30.
The equivalent to Newton’s second law for the rotation motion of a body is the

well-known Euler equation, that writes:

Ḣi = Li
tot (2.34)

Using the definition of the angular momentum 2.31, equation 2.34 transforms into,

Ii · ω̇i + ω̃
i · Ii · ωi = Li

tot (2.35)

2.2 Electrical circuit

2.2.1 Fundamental concepts

As already mentioned in the introduction, we limit our studyto electrical devices
for which an equivalent circuit can be defined to represent its behavior. The equiva-
lent circuit contains elementary components (or elements): su voltage andsi current
sources respectively denotedSu andSi, r resistors,c capacitors andl inductors re-
spectively denotedR, C andL. Mutual inductive or capacitive influences will also be
considered in this text, as well as permanent magnets. This still covers a wide range
of electromechanical converters [25]: induction, electrostatic and permanent magnet
motors, as well as capacitive or inductive sensors.

C

V

LR1

R
2

uR1

uR2

u
L

uC

iS

iR1

iR2

i
L

iC

Figure 2.7: Classical representation of electrical circuits

By nature, an electrical circuit is a closed system that is classically represented, as
in figure 2.7, by a set of orientededges, corresponding to the elements of the circuit,
interconnected at differentnodes. The orientation of each edge refers to a positive
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sign convention assigned to the current flowing through the element from thestarting
node to theendnode.

Let us consider an electrical circuit with(Nnode + 1) nodes4 andNel elements,
with Nel = su + si + r + c + l.

2.2.2 Variables and notations

The description of an electrical circuit involves many quantities that are defined
here:

• ik is the current flowing through elementk;

• uk is the absolute potential (with respect to the reference node) at nodek;

• ukj is the voltage drop between nodek andj: ukj = uk − uj ;

• ukk is the voltage drop across elementk: ukk = uk − uh, where we assumed
that nodesk andh are theendandstartingnodes of elementk, respectively;

• qk is defined as5 qk ,
∫ t

−∞
ikdt. For a capacitor, it corresponds to the electrical

charge accumulated inside the capacitor;

• ϕk is defined as6 ϕk ,
∫ t

−∞
ukkdt. For an inductor, it corresponds to the

magnetic flux passing through the inductor;

In particular, for inductors, we define

• ϕjk as the flux flowing through inductorj due to inductork, when mutual in-
ductive effects exist;

• ϕp
jk as the flux flowing through inductorj due permanent magnetk; ϕp

j =
p∑

k=1

ϕp
jk then represents the total flux passing through inductorj, due to thep

permanent magnets;

With the previous definitions, the total flux passing throughinductorj is

ϕj =

l∑

k=1

ϕjk +

p∑

k=1

ϕp
jk =

l∑

k=1

ϕjk + ϕp
j (2.36)

The above electrical variables can be reorganized by sets ofthe same kind accord-
ing to the element type. Thus, we can define:

• isu, isi and is as the arrays (su × 1, si × 1 ands × 1, respectively) of cur-
rents through the voltage sources, the current sources and all the sources (is ={
isu, isi

}
), respectively;

4Nnode represents the number of nodes excluding the reference one.
5assuming thatqk = 0 at timet = −∞
6assuming thatϕk = 0 at timet = −∞
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• ir as the array (r × 1) of currents through ther resistors;

• il as the array (l × 1) of currents through thel inductors;

• ic as the array (c × 1) of currents through thec capacitors;

• usu, usi andus as the arrays (su× 1, si× 1 ands× 1, respectively) of voltage
drops across thesu voltage sources, thesi current sources and all the sources
(us =

{
usu, usi

}
), respectively;

• ur as the array (r × 1) of voltage drops across ther resistors;

• ul as the array (l × 1) of voltage drops across thel inductors;

• uc as the array (c × 1) of voltage drops across thec capacitors;

• i =
{
is, ir, il, ic

}
as the array (Nel × 1) of currents flowing through theNel

elements of the circuit;

• u =
{
us, ur, ul, uc

}
as the array (Nel × 1) of voltage drops across theNel

elements of the circuit;

Similarly, for charges and fluxes, the following arrays can be defined:

q =
{
qs, qr, ql, qc

}
andϕ =

{
ϕs, ϕr, ϕl, ϕc

}

with qs =
{
qsu, qsi

}
andϕs =

{
ϕsu, ϕsi

}
.

Knowing the evolution of the currentsik through each element and the voltage
dropukk across each element is sufficient to describe the behavior ofthe circuit.

2.2.3 Constitutive equations and dynamic entities

Experiments allowed physicians to describe the behavior ofelectrical components
with the following constitutive equations:

- for resistorj : f
(
ur

jj , i
r
j

)
= 0 the voltage drop across resistor

j is directly related to the cur-
rent flowing through it;

- for inductorj : f
(
ϕl

j , i
l, ϕp

j

)
= 0 the flux flowing through in-

ductor j is influenced by the
currentsil through all the in-
ductors and the fluxϕp

j pro-
duced by the permanent mag-
nets;

- for capacitorj : f
(
qc
j , u

c
)

= 0 the charge accumulated inside
capacitorj is influenced by the
voltage dropsuc across all ca-
pacitors;

- for voltage sourcej : f
(
usu

j , t
)

= 0
- for current sourcej : f

(
isi
j , t

)
= 0
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Assuming linear constitutive equations, we write the constitutive equations as:

- for resistorj : ur
jj = Rji

r
j ,

- for inductorj : ϕl
j =

l∑
k=1

Ljkilk + ϕp
j

- for capacitorj : qc
j =

c∑
k=1

Cjkuc
kk

The parameters associated with the different electrical elements considered here
are defined as follows:

- Rj is the resistance associated with resistorj
- Ljj is the self inductance associated with inductorj
- Ljk = Lkj is the mutual inductance associated with inductorsj andk
- Cjj is the self capacitance associated with capacitorj
- Cjk = Ckj is the mutual capacitance associated with capacitorsj andk

We can then summarize the linear constitutive equations in matrix form as:

- for resistorj:
ur = R ir (2.37)

- for inductorj:

ϕl = L il + ϕp or ul =
d

dt

(
Lil + ϕp

)
(2.38)

- for capacitorj:

qc = C uc or ic =
d

dt
(Cuc) (2.39)

whereϕp is the array of the total fluxes flowing through the inductors:

ϕp = (ϕp
1, ϕ

p
2, ..., ϕ

p
l )

T

The following matrices were introduced in the matrix form ofthe constitutive
equations 2.37, 2.38 and 2.39:

- R =




. . . 0 0
0 Rj 0

0 0
. . .


 is the diagonal matrix of resistance

- L =




.. . . . . Ljk

... Ljj

...

Lkj · · · . . .


 is the symmetric matrix of inductance

- C =




.. . . . . Cjk

... Cjj

...

Ckj · · · . ..


 is the symmetric matrix of capacitance
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In this research, we will restrict our formalism and applications to electrical ele-
ments with linear constitutive equations, although most ofthe developed theories ap-
ply also when non-linearities are taken into account (e.g. Linear Graph, Bond Graph,
Virtual Work Principle). Linear elements lead to particular structure of the equations,
allowing for analytical constraints reduction7. Moreover, we do not impose the matri-
cesR, L andC and vectorϕp to be constant. In fact, we will allow these parameters
to be function of mechanical or electrical variables, what is the case with electrome-
chanical converters, which have parameters that vary with respect to the mechanical
configuration.

2.2.4 Kirchoff’s Equations

Kirchoff’s laws are well-known equations relating the voltage dropsukk and cur-
rentsikk associated with different elements in the circuit:

• Kirchoff’s current law states that for each nodej of the circuit, the oriented sum
of the currents through the elements connected to nodej must be equal to zero:

Nel∑
k=1

djkik = 0 for j = 1 . . . (Nnode + 1) (2.40)

where




djk = 0 if elementk is not connected to nodej
djk = 1 if elementk is connected and oriented towards nodej
djk = −1 if elementk is connected and oriented away from nodej

This is illustrated in figure 2.8.

• Kirchoff’s voltage law states that for each loopj, a direction of circulation
along the loop can be chosen and the oriented sum of the voltage drops across
the elements involved in the loop must be zero:

Nel∑
k=1

djkvk = 0 for j = 1 . . . N loop (2.41)

where




djk = 0 if elementk is not involved in loopj
djk = 1 if elementk is involved and oriented with loopj
djk = −1 if elementk is involved and oriented opposite to loopj

This is illustrated in figure 2.9.

7When non-linear elements are involved, constraint reductionrequires to solve nonlinear equations,
what is not always possible analytically.
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Figure 2.8: Kirchoff’s current law
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Figure 2.9: Kirchoff’s voltage law

Kirchoff’s theory also states that onlyNnode equations of type 2.40 andNel −
Nnode equations of type 2.41 are independent and the latter correspond to independent
loops, which are such that their closures satisfy the closure of all the loops in the
circuit. Consequently, a set ofNel independent algebraic relations can be obtained
from Kirchoff’s laws, which, together with theNel constitutive equations described
in section 2.2, makes a set of2Nel equations sufficient to determine the dynamics of
the circuit. Indeed,2Nel variables, the currents and voltage drops associated with the
Nel elements, are to be known in order to determine the full stateof the circuit.

Kirchoff’s current laws 2.40 can be time integrated to obtain relations in terms of
charges:

Nel∑

k=1

djkqk = q0 (2.42)

whereq0 corresponds to the integration constant that can be obtained from initial
conditions.

Similarly, Kirchoff’s voltage laws 2.41 can be time integrated to obtain relations
in terms of fluxes:

n∑

k=1

djkϕk = ϕ0 (2.43)

whereϕ0 corresponds to the integration constant that can be obtained from initial
conditions.

The initial conditions are usually equal to zero except ifq0 charges are initially
stored inside the capacitors or if there are permanent magnets generating fluxϕ0.
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Example For the RLC filter of figure 2.7, we have(Nel = 5) elements and(Nnode+
1 = 4) nodes. Five independent Kirchoff laws, (Nnode = 3) current laws and
(Nel − Nnode = 2) voltage laws, can be written:

iS = iR1

iR1 = iL
iL = iR2 + iC
V = uR1 + uL + uR2

uR2 = uC

(2.44)
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Unified theories confrontation

Abstract
This chapter will present the three main unified theories : Bond graphs, Linear graphs
and Virtual Work Principle. On the basis of a simple electromechanical systems, basic
concepts are introduced and it is shown how these theories can be used tomodel simple
unidimensional (1D) electromechanical systems, which can be described by scalar
variables. Their use for multibody applications is also discussed. The Virtual Work
Principle is presented in more detail since it was the starting point of our research for
a unified theory, and parallelism between electrical and mechanical systems is drawn.
This comparison is extracted from [60], in which we confronted unified theories on
the basis of simple and more complex applications. A copy of this paper is provided in
Appendix A and will be referred to during this section. With this in depth confronta-
tion of existing theories to deal with complex applications, we pioneered in the field
of modeling, in which most of the researchers focus on their approach. This sort of
comparison has a growing interest in the scientific community [45].
Despite the interesting features of these unified theories, they suffer from several dis-
advantages making them either unapplicable (e.g. Bond graph theory) or inefficient,
although effective, when dealing with systems involving large and complexmultibody
structures (Linear Graph and Virtual Work theories). These disadvantages are pointed
out and discussed throughout this chapter.

37
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The most common unified approaches, that is Bond Graph, Linear Graph and Vir-
tual Work Principle, will be illustrated and compared on thebasis of a common ex-
ample: the condensator speaker shown in figure 3.1, excerpted from [26]. It consists
of a capacitorC2 connected in series with an inductorL3, a resistorR1 and a voltage
sourceE4. The upper plate of the capacitor, of massm5, is allowed to move vertically
and is connected to the roof by a spring-damper suspensionk6 andd6.

m5

k , l6 6

d6

R1

E4

C (x)2

x

g
r0

~

L3

Figure 3.1: Schematic of the condensator speaker

3.1 Bond Graph Method

Bond graphs were invented by H.M. Paynter in 1959 and published by its inventor
in 1961 [48]. One of the first books presenting this theory waswritten by Karnopp
and Rosenberg in 1968. It has been republished in the year 2000 [35], from which the
basic concepts presented here are extracted.

Bond graphs consider that exchanges of energy between a system and its environ-
ment only occur through interactingports. For characterizing the power exchanges
at the different ports, scalarpower variablesare defined at each port: theeffort vari-
ablee and theflow variablef , the product of which is the power flowing through the
port. Two other energy variables are also considered in bondgraphs: themomentum
p =

∫
e dt and thedisplacementq =

∫
f dt.

Based on analogies between different physical domains, a bond graph is obtained
by the interconnection ofjunctionsandelements, by means ofbonds[35]:

• energystorageelements (capacitorC and inertiaI), energydissipativeelements
(resistorR) and energysources(flow sourceSF and effort sourceSE) are
generic elements that can be found in every physical domain.Each of them is
characterized by a constitutive equation relating the power variables and/or their
derivatives.

Table 3.1 indicates the analogies existing between the different fields of physics.
For electrical systems, currents are flow variables and voltages are effort vari-
ables. In mechanics, velocities are flow variables and forces are effort variables.
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Power variables Storage Elements Dissipation
Effort Variable Flow Variable Capacitor Inertia Elements

Mechanics Force Velocity Spring Mass (inertia) Damper
Electricity Voltage drop Current Capacitor Inductor Resistor
Hydraulics Pressure Flow Rate Capacitance Inertance Resistance
Thermics Temperature Heat Flow Capacitance Resistance

Table 3.1: Analogy used in bond graph theory

This is sometimes referred to as the “force-effort” analogy. Less popular is the
“force-flow” analogy where forces are flow variables and velocities are effort
variables.

• junctions are used to interconnect the elements according to the topology of
the system:0-junctionand1-junctionconnect elements having the same effort
and flow variables, respectively. For instance, parallel and serial connections
of electrical dipoles in a circuit are represented by 0-junction and 1-junction,
respectively.

Figure 3.2 shows the bond graph that can be drawn for the condensator speaker of
figure 3.1.

1 1C

C : k6

R : d6

I : m5

Se : -m g5

R : R1

I : L3

E :4 Se
VC2

qC2

FC2

xC2

Mech

Elec

C-field

C2

Figure 3.2: Bond graph of the electrostatic microphone

Let us already point out that the bond graph does not bear muchresemblance to
the physical system. Bond graphs actually indicate the structure through which energy
is exchanged. Although this can be of interest to visualize the power flows, it is more
intuitive to have a direct visual correspondence between the graph and the system.

The elements and junctions used to construct bond graphs arerepresented in Ta-
ble 3.2. Besides theone-portelements (sources, resistors, capacitors and inductors),
transducers such as transformers (TF ) and gyrators (GY ) are used for converting the
variables from one energy domain to another.C− andI − fields give an extension
of the C and I elements and are very useful for modeling more complex systems,
like multidimensional mechanical systems or electromechanical converters. C-fields
are multiport elements characterized by the following constitutive matrix equation:
e = e(q) = K q (in the linear case), whereK is a square symmetric matrix. Similarly,
the constitutive equation of an I-field is:f = f(p) = K p (in the linear case). Mixed
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Basic 1-Port Elements
Flow Source (SF ) SF e = e(t)
Effort Source (SE) SE f = f(t)
Resistor (R) R e = φR(f)

R f = φ−1
R (e)

Capacitor (C) C q = φC(e)
C e = φ−1

C (q)
Inertia (I) I f = φ−1

I (p)
I p = φI(f)

Basic 2-Port Elements

Transformer (TF ) TF
e1 = m · e2

f1 = m · f2

Modulated transformer (MTF ) MTF

è

e1 = m(θ) · e2

f1 = m(θ) · f2

Gyrator (GY ) GY
e1 = r · f2

e2 = r · f1

Modulated gyrator (MGY ) MGY

è

e1 = r(θ) · f2

e2 = r(θ) · f1

Junctions

0-junction 0
e1 = e2 = e3

f1 = f2 − f3

1-junction 1
f1 = f2 = f3

e1 = e2 − e3

Table 3.2: Basic bond graph elements and junctions with their constitutive equations
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IC-fields are also used. With the exception of sources and resistors, all elements are
power conservative.

In figure 3.2, a C-field element is used to model the capacitor.From an electrical
point of view, it is a classical capacitor. From a mechanicalpoint of view, it can be
considered as an additional constitutive force element, just like a spring or a damper.

A sign convention for positive power flows is indicated on thebond graph by a half
arrow, as shown in table 3.2, which gives a list of all the elements, and the associated
constitutive equations, considered in bond graph theory. Apositive power is given to
the port pointed at by the bond. This convention is established by the modeler for each
system. Usually, one tries to predict positive power flows from the energy sources to
the loads. Thus, the arrow is directed away from sources, that deliver power, and
towards R-elements, that dissipate energy.

Topological equations can be deduced from the junctions constitutive equations:
for all the components connected to a 0-junction (1-junction), the efforts (flows) are
equal and the flows (efforts) must sum to zero, taking into account the direction as-
signed to the bonds (see table 3.2. For electrical circuits,these equations correspond
to Kirchoff’s laws.

Solving equations always requires to define which of the right and left terms affects
the other. The process for deciding in which direction each equation has to be solved
is thecausality assignment. In bond graph, causality is indicated by a bar, called the
causal strokecrossing one end of each bond: the effort variable is imposedto the cor-
responding element [35]. Thus, the causal stroke for an effort (flow) sourceSe (Sf )
is on the right (left) of the bond in table 3.2. The causal stroke indicated in table 3.2
for I-element implies either anintegral causalityor aderivative causalitywhether the
effort is, respectively, the input or the output of the element. Indeed, when the effort

is the input to an I-element, solving the constitutive equation e = φI

(
df
dt

, f
)

requires

an integration, while the other causality assignment lead to a derivation. Similarly,
derivative or integral causality can be defined for C-elements [35].

Bond graphs are by nature acausal, which means that the structure of the graph
is not influenced by the causality assignment. Hence, the same graph may be used
to get different sets of equations depending on the needs (direct or inverse models,
for example). Moreover, causality analysis helps detecting algebraic loops and con-
straints between state-variables. Indeed, by choosing integral causality for a bond
graph, the governing equations take the form of ODE’s (ordinary differential equa-
tions) expressed in terms of the primary variables, generally chosen as the flows and
efforts associated with I- and C-elements, respectively. If derivative causality has to
be assigned, it highlights topological particularities inthe model [35], leading to alge-
braic relations between the primary variables.

After assigning sign conventions and causality to the graph, topological equations
from the junctions and constitutive equations of the elements are combined and form
a necessary and sufficient set of equations to determine the behavior of the modeled
system.
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3.1.1 Bond Graph and Electrical Systems

Electrical circuits or networks being unidimensional1 (1D), it is straightforward to
model them using bond graphs [35]. The main disadvantage is,once again, that bond
graphs, have a structure different from that of the circuit,making the graph hard to
understand.

Another challenge facing Bond Graph theoricians is the presence of constraints
between state-variables. Usually, the state variables arechosen as the flow (the cur-
rent) of I-elements (inductor) and the effort (the voltage)of C-elements. When cutsets
of inductors or loops of capacitors can be found in a circuit,constraints exist and the
state variables are not independent. Causality analysis onthe graph will indicate this
and will allow for selecting a minimal set of independent variables [35]. Another so-
lution consists in using some transformations to reduce theset of state variables to
a set of independent state variables. For example, the Park transformation [39] can
be used for modeling a star connected three-phase inductionmotor, where the sum of
phase currents must equal zero, by an equivalent two-phase one, where all the phase
currents are independent.

3.1.2 Bond Graph and 1D Electromechanical Systems

Bond graphs consider the same generic elements for every physical domain. This
makes easy the modeling of multidomain systems, including electromechanical ones.
The electromechanical interaction is generally modeled using the transformer (TF)
and gyrator (GY) elements, as can be seen in appendix A with the DC-motor bond
graph. When the electromechanical interactions occur within energy storage elements,
C-, I- or mixed IC-fields may also be used, as shown in the condensator speaker ex-
ample (figure 3.1) detailed below.

Example The complete bond graph for the electrostatic microphone described pre-
viously is given in Figure 3.2. A C-field is used as a result of the dependance of the
capacitor value on the mechanical position:C2 = C2(x). The constitutive equations
for this C-field are determined as follows.

The energy in the C-field is given by, according to the sign convention shown in
figure 3.2:

E (qC , x) =

∫
( ˙qC · uC − ẋ · FC) dt =

∫
uC · dqc −

∫
FC · dx (3.1)

It follows that the constitutive equations for the C-field are related to the energy
by:

uC =
∂E (qC , x)

∂qC

and FC = −∂E (qC , x)

∂x
(3.2)

1Unidimensional systems can be described by scalar variables and are encountered in hydraulics and
pneumatics, as well.
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Experiments with capacitances tell us that the following relations can be estab-
lished in the electrical field:

uC =
qC

C2 (x)
⇔ iC = C2 (x)

duC

dt
(3.3)

Assuming that at a constantx, we charge the capacitor from0 to qCCb, the energy
stored in the capacitance will be:

E (qC , x) =

qC∫

0

qC

C2 (x)
dqC =

1

2

q2
C

C2 (x)
(3.4)

The expression of the electrostatic force acting between the two plates is then
obtained as:

FC =
1

2

q2
C

C2 (x)
2

dC2

dx
=

1

2
u2

C

dC2

dx
(3.5)

Equations 3.3 and 3.5 are the constitutive equations of the C-field shown in Figure
3.2.

Deriving the dynamic equations for the system is easily done. We start by first
writing down the 1-junctions equations:

for the effort variables :

{
eE4 − eR1 − eL3 − eElec

C2 = 0
−eMech

C2 + ed6 + em5 + ek6 − eg = 0

for the flow variables :

{
fE4 = fR1 = fL3 = fElec

C2 = iL
fMech

C2 = fd6 = fm5 = fk6 = fg = ẋ

Using the constitutive equations of the different elements, we can derive the dy-
namic equations:

m5ẍ =
1

2

q2
C

C2 (x)
2

dC2

dx
− k6 (r0 + x − l6) − d6ẋ − m5g

L3
diL
dt

= E4 (t) − R1 · iL − uC

iL = iC ⇔ iL = C2
duC

dt

that reduces to

d
dt

(m5ẋ) + k6x + d6ẋ − 1
2

dC2(x)
dx

(
E4 (t) − R1iL − d

dt
(L3iL)

)2
= −m5g

iL = dC2

dx
dx
dt

(
−L3

diL

dt
− R1iL + E4(t)

)
+ C2(x) d

dt

(
−L3

diL

dt
− R1iL + E4(t)

)

(3.6)
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3.1.3 Bond Graph and Multibody Systems

A well-furnished history on the use of bond graphs in mechanics and multibody
systems can be found in Wilfrid Favre’s thesis [12]. Let us point out some of the most
interesting facts.

Karnopp and Rosenberg [32, 35, 52] first proposed an analytical approach based
on the following procedure: after writing of the kinematic laws by hand, the cor-
responding junction structure is drawn (using MTF’s, 0- and1-junctions, defined in
table 3.2) and one-port elements are added. Theorthogonality principle[35] then
guarantees that the dynamic equations can be derived from the obtained graph. Like
all bond graph techniques for multibody systems, this method usesabsolute veloci-
ties as power variablesand is based onscalar variables. The obtained bond graph
does not bear much resemblance to the multidimensional mechanical system, as can
be seen in figure 3.3 from [60] (see Appendix A), which shows the bond graph of a
2-link robot.
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Figure 3.3: Bond graph of the 2-link robot manipulator

Kinematic constraintsare common in multibody dynamics and lead to non-linear
DAEs. They are indicated by the presence ofderivative causality. In order to avoid
these non-linear algebraic relations, Karnopp introducescompliant elements (springs
and dampers) in the connections, at the cost of bringing highfrequencies into the sys-
tem [33]. This is illustrated in figure 3.3, where C-elements(mechanical springs) have
been introduced in the model to avoid derivative causalities of the I-elements (masses
and inertias). Other methods based on the Lagrange equations were developed by
Karnopp to eliminate the constraints [34]. Actually, the constraints are included man-
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ually in the equations before drawing the corresponding graph. Allen and Dubowsky
[1] or Brown [10] developed some methods based on analyticalcomputations but they
still manipulate scalar variables, while dealing with multidimensional systems.

Different propositions [4, 28] have been made to represent multidimensional sys-
tems using vector bond graphs ormultibond graphs. Breedveld established a standard
representation for multibond graphs [6, 7]. Tiernego and Bos [5] use multibond graph
to analyze open-loop multibody systems and, by applying well-known velocity trans-
formations from absolute speeds to joint speeds, they are able to generate a minimal
set of ODE’s. Favre [13] has proposed an extension of Tiernego’s work to closed-loop
systems, leading to the diamond-shape bond graph of a body. His approach was used
in [60] for the modeling of a swinging flexible barrier. The resulting Bond graph is
shown is figure 3.4 and illustrates the complexity reached when Bond graph theory is
applied to multibody dynamics.
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Figure 3.4: Bond graph of the mechanism driving a flexible barrier

Multibonds being arrays of three scalar quantities, they simplify the graph, which
is still far from the physical intuitive structure of the system. Nevertheless, they are
not frame independent tensors, which we use in classical mechanics, and the reference
frame transformations are explicitly introduced in the graph by means of modulated
transformers (MTF). This can be observed in figure 3.4.

Unfortunately, causality analysis of multibond graphs is not an easy task. Favre
[12] has proposed an approach in which he comes back to a scalar bond graph af-
ter drawing the vector bond graph. Other approaches generalizing the Karnopp one-
dimensional approaches (compliant elements, use of IC-fields for Lagrange equa-
tions,...) may also be developed for avoiding derivative causality but are not sys-
tematic. Transformation of the dependent I elements through transformers is also
proposed in [5]. Some work for defining bond graph blocks describing basic multi-
body components has been done and leads to a more systematic definition of the bond
graph [79].

As mentioned, all these approaches deal with absolute velocities and the con-
straints are thus written at velocity level. They have to be time integrated to be satisfied
at position level, what forces the modeler to be particularly careful when choosing the
initial guess (closed configuration) and also during the integration process, to avoid
any drift of the constraints at position level, which is a very delicate problem in multi-
body dynamics.
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3.1.4 Discussion

The previous developments on bond graphs aims at showing that they are well-
suited to 1D multidomain systems, including electrical andelectromechanical con-
verters, but not to multidimensional applications and especially not to multibody sys-
tems. Several disadvantages have been pointed out: the use of absolute generalized
velocities, the use of frame dependent vectors, the generation of constraints at velocity
level, the causality assignment procedure hard to implement with multibond graphs,
etc. The same issues are commented by McPhee in [45].

The current state of bond graphs is best summarized by Karnopp et al. [35]: “It is
true that low-order, linear systems can be simulated with virtually no effort from the
user. But complex nonlinear systems do require significant user input”.

This explains why we decided to reject bond graph theory in our context.

3.2 Linear Graph Method

Linear graph theory is a branch of mathematics devoted to thestudy of systems
topology. It was invented by Leonhard Euler in the 1700s to study problems of con-
nectivity [2], and was extended in the 1900s [36] to the modeling of physical systems.
In this extension, linear graph theory is combined with the characteristics of physi-
cal components to obtain a unified systems theory; the termgraph-theoretic modeling
(GTM) is often used to denote this systems theory. In a nutshell, a system model
is obtained by combining topological relationships from linear graph theory with the
constitutive equations for individual components.

To model a physical system, individual components are identified and their con-
stitutive equations are determined. In general, these constitutive relationships are ob-
tained from experimental measurements of the component’sthroughandacross vari-
ables; through variablesare measured by an instrument in series with the component,
while across variablesare obtained from an instrument in parallel. Note that through
and across variables may be tensors of any order, including scalars or vectors.

Once the constitutive equations are determined, the component models are com-
bined in the topology defined by the structure of the physicalsystem. A linear graph,
consisting of lines (edges or branches) and circles (nodes or vertices), is used to rep-
resent the system topology, see figure 3.5. The edges represent the individual compo-
nents, whereas nodes represent the points of their interconnection. From this graph,
linear topological equations are systematically obtainedin terms of the through and
across variables for all components. The system model is simply the combination of
these topological equations with the individual constitutive equations.

Similarly to what is done with bond graphs, scalar power variables can be defined
as across and through variables and analogies can be found between the different fields
of physics, as shown in Table 3.3. This allows to model simpleunidimensional multi-
domain systems as done in [53]. “Force-flow” analogy resultsfrom the definition of
the across and through variables that are respectively velocities and forces. Let us
point out that unlike with bond graphs, scalar and vector positions are valid across
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Power variables Storage Elements Dissipation
Across Variable Through Variable A-type T-type Elements

Mechanics Velocity Force Mass (inertia) Spring Damper
Electricity Voltage drop Current Capacitor Inductor Resistor
Hydraulics Pressure Flow Rate Capacitance Inertance Resistance
Thermics Temperature Heat Flow Capacitance Resistance

Table 3.3: Analogy used in linear graph theory

variables in linear graph theory, without being power variables.
To illustrate these concepts, refer to figure 3.5 for the linear graph representation

of the condensator speaker shown in figure 3.1. EdgesR1, C2, L3 andE4 represent
the resistor, capacitor, inductor, and voltage source, respectively. Note that, unlike the
bond graph of figure 3.2, the linear graph bears a striking resemblance to the physical
system, which is an advantage when it comes to modeling usingthis approach. Di-
rections are assigned to each edge to establish a positive convention for measuring the
through and across variables, similar to setting a polarityon a measuring instrument.
The constitutive equations for electrical components are expressed in terms of the
scalar variables, currenti and voltageu. For the purpose of this example, we assume
standard linear relationships for these components, e.g.u1 = R1i1 andu3 = L3

di3
dt

.

L3

E4

R1

C2

m5

F6

r0

Figure 3.5: Linear Graph of the condensator speaker

Also shown in Figure 3.5 is the linear graph of the mechanicalpart of the con-
densator speaker, which only allows relative translation in a vertical direction. The
mechanical subsystem is thus unidimensional and scalar variables are sufficient to
characterize it, although vector quantities could be considered, as in [60] (see Ap-
pendix A). The edgem5 represents the inertia and weight of the moving mass; the
edge begins at a ground-fixed (inertial) reference node and terminates at the center
of mass. Its constitutive equation is given by the combination of gravity with the
Newton’s Second Law:F5 = −m5ẍ5 − m5g, where the forceF5 depends on grav-
ity g and ẍ5, the vertical acceleration of the massm5. The edgeF6 represents the
combined effects of the spring and damper components (thesecould easily be split
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into separate edges for the spring and damper, if desired). Its constitutive equation is
F6 = −k6(r6 − l6) − d6 v6, wherel6 is the undeformed spring length,k6 andd6 are
the stiffness and damping coefficient, andv6 is the relative velocity of the endpoints.
Finally, the edger0 locates the point where the spring-damper is attached to theroof:
r0 = l0.

For each of the two parts of the linear graph, mechanical and electrical, we can
generate sets of topological equations that relate the through and across variables.
They are based on the Vertex and Circuit postulates, also called compatibility and
continuity laws in [53]:

• The Vertex Postulate states that for each node of the graph, the oriented sum of
the through variables associated with the edges connected to the node must be
zero.

• The Circuit Postulate states that for each closed loop (circuit) of the graph, the
oriented sum of the across variables associated with the edges involved in the
loop must be zero.

These two postulates correspond to the Kirchoff’s laws (seeequations 2.40 and
2.41) for electrical circuits. For mechanical systems, theVertex Postulate gives equa-
tions for dynamic equilibrium.

The topological equations can be obtained manually by inspection of the graph, or
by applying matrix operations to anincidence matrixthat encapsulates the topology
of the physical system. For a linear graph withe edges andv vertices, entryIjk of
thee× v incidence matrixI is [0, +1, -1] if edgek is [not incident upon, incident and
away from, incident and towards] the vertexj.

The Vertex Postulate [36] then allows us to write:

I τ = 0 (3.7)

whereτ is a column matrix of all the through variables. Starting from the Vertex Pos-
tulate, two very useful sets of topological equations, thecutsetandcircuit equations,
can be systematically derived by selecting a tree and applying elementary matrix op-
erations toI. For electrical networks, the circuit equations correspond to Kirchoff’s
Voltage law around a closed circuit, while the cutset equations are linear combinations
of the vertex equations for all the nodes in a given subgraph.

A tree is a set ofv − 1 edges (“branches”) that connects all of the nodes but does
not contain any closed loop. Thecotreeis the set of edges that are not in the tree. A
very attractive feature of linear graph theory is thatby selecting a tree, one can control
the primary variables appearing in the final system: they are the across variablesαb

for branch elements, and the through variablesτc for cotree elements (chords). This
is accomplished by re-writing the cutset equations as thechord transformations

τb = −Acτc (3.8)

whereτb are the branch through variables andAc is obtained from elementary row
operations onI, and by re-writing the circuit equations as thebranch transformations
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αc = −Bbαb (3.9)

whereαc are the cotree across variables. ThePrinciple of Orthogonality[36], which
represents a generalized energy conservation principle, guarantees thatBb = −AT

c .

Note: One cutset equation is associated with each branchb. It is obtained by sep-
arating the graph into two parts with a cut involving only branchb and the chords.
Similarly, one circuit equations is associated with each chordc and is obtained by
constructing the circuit involving only chordc and branches.

By selecting edgesR1, L3,andE4 into the tree for the electrical sub-graph in figure
3.5, one gets the chord transformations:




i1
i3
i4


 =




1
1
−1


 i2 (3.10)

and the single branch transformation:

u2 = −
(

1 1 −1
)



u1

u3

u4


 (3.11)

Assuming that there is one constitutive equation for each ofthev elements, sub-
stituting the branch and chord transformations into these constitutive equations will
result inv system equations in terms of thev primary variables. This procedure will
be illustrated later on with the condensator speaker model.

3.2.1 Linear Graph and Electrical Systems

As mentioned previously, linear graphs are very well suitedto the modeling of 1D
physical systems and this of course concerns electrical circuits. The basic principles
for modeling electrical networks using linear graph theorywere established decades
ago by Koenig et al [36], Roe [51], and others. Once the constitutive equations for each
element are supplemented with the cutset and circuit equations, one has a necessary
and sufficient set ofv equations to obtain thev primary variables.

However, it is possible to reduce the equations to a smaller set by exploiting
the nature of the constitutive equations. One approach is togenerate one equation
for each capacitor and inductor, and to use the remaining constitutive equations and
branch/chord transformations to express all other variables in terms of the capaci-
tor voltages and inductor currents. This approach was successfully implemented by
Muegge [47]. For the electrical portion of the linear graph shown in Figure 3.5, one
would get two first-order ordinary differential equations (ODEs) in terms ofu2 andi3.

Another approach is to express all variables in terms of the currents associated with
chords, or the voltages associated with branches. The former is called the current for-
mulation, while the latter is named the voltage formulation; both were implemented by
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Scherrer and McPhee [63]. By selecting the tree appropriately, one can significantly
reduce the final number of system equations.

For the example shown in Figure 3.5 with the capacitorC2 selected into the cotree,
the current formulation will give a single second-order ODEin terms of the corre-
sponding currenti2.

This is accomplished by substituting the chord transformations 3.10 into the con-
stitutive equations for the branches, giving:

u1 = R1i2

u3 = L3
di2
dt

u4 = E4(t)

whereE4(t) is the prescribed voltage source. Substituting these constitutive equations
into the branch transformation 3.11 gives:

u2 = −R1i2 − L3
di2
dt

+ E4(t) (3.12)

which expresses the capacitor voltage in terms of its current. This equation will be
combined with the constitutive equation for the moving-plate capacitor, defined in the
next section, to obtain the final system equation.

3.2.2 Linear Graph and 1D Electromechanical Systems

An electromechanical system consists of electrical networks and mechanical sys-
tems that are coupled by electromechanical transducers, represented in figure 3.5 by
a dotted rectangle. The moving-plate capacitor shown in Figure 3.1 is an example
of such a transducer. The electrical characteristics of this capacitor depend upon the
distancex between the plates:

i2 =
d (C2(x)u2)

dt
= C2(x)

du2

dt
+

dC2(x)

dx

dx

dt
u2 (3.13)

where the capacitanceC2 is a function ofx, and the second term is the motion-induced
current in the component. Due to the electrical attraction of the plates, a force arises
that depends upon the voltage across the capacitor and the relative distancex:

F2 =
1

2

dC2(x)

dx
u2

2 (3.14)

which was already used before in equation 3.5.
Thus, the moving-plate capacitor is characterized by two constitutive equations,

one associated with the electrical domain and the other withthe mechanical domain.
This is a common characteristic of transducer elements, which transform electrical
energy into mechanical energy, and vice-versa.

Since the capacitor affects the physics of both domains, there is an edge for the
capacitor in the linear graphs for the electrical and mechanical subsystems shown in
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Figure 3.5. Equation 3.13 is associated with the electricaledge, while the mechanical
edge is characterized by equation 3.14. It is through these constitutive equations that
the two domains are coupled. Nevertheless, let us point out that both graphs remain
separate, what may be disturbing when considering complex multi-domain systems.

Example As described previously, selecting the capacitor into the cotree of the lin-
ear graph and using the current formulation gives the capacitor voltage shown in equa-
tion 3.12. Substituting this equation into the electrical constitutive equation 3.13, the
single ODE for the electrical domain is obtained:

dC2

dx

dx

dt

(
−R1i2 − L3

di2
dt

+ E4(t)

)

+C2(x) d
dt

(
−R1i2 − L3

di2
dt

+ E4(t)

)
− i2 = 0

(3.15)
where the primary variables are the cotree currenti2 and the mechanical displacement
x.

For the mechanical domain (see Figure 3.5), the body-fixed vectorr0 and massm5

are selected into the tree, resulting in the single branch coordinater5 = x. This is an
independent coordinate for the 1-dof system, so no constraint equations are generated
(there are no joints in the cotree). The single dynamic equation results from the cutset
equation for the mass:

F5 + F2 − F6 = 0 (3.16)

Substituting the mechanical constitutive equations into this expression, and re-
arranging,

−m5ẍ − m5g +
1

2

dC2(x)

dx
u2

2 + d6ẋ6 + k6(x6 − l6) = 0 (3.17)

Assuming that the spring is unstretched atx = 0, which implies thatl6 = r0, one
gets the branch transformations:

x2 = x

x6 = r0 − x

which shows that the spring-damper shortens asx increases. Substituting these branch
transformations and the capacitor voltage (3.12) into equation (3.17), one gets the
single ODE for the mechanical domain:

m5ẍ + d6ẋ + k6x − 1

2

dC2

dx

(
−R1i2 − L3

di2
dt

+ E4(t)

)2

= 0 (3.18)

Together, equations 3.15 and 3.18 can be solved for the primary variablesi2(t)
andx(t); they are equivalent to equations 3.6 obtained with the bondgraph approach.
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3.2.3 Linear Graph and Multibody Systems

So far, only 1D systems have been considered, the behavior ofwhich is directed
by scalar variables. Nevertheless, no restrictions was made on the through and across
variables that may be tensors of any order, including vectors, what is preferable when
considering 3D multibody systems.

The same basic concepts apply when one models a multidimensional multibody
mechanical system using linear graph theory: the system model is obtained by com-
bining the constitutive equations for individual components with the linear cutset and
circuit equations resulting from their connectivity. Again, the selection of a tree deter-
mines the primary variables appearing in the system equations. The cutset and circuit
equations retain a simple form because linear graph theory allows the use of vector
modeling variables. However, the constitutive equations for some components will be
nonlinear due to the finite rotations of bodies in the system.Furthermore, the physical
interpretation of nodes and edges must be generalized.

Each node in the linear graph represents the position and orientation of a body-
fixed reference frame, while the edges represent transformations between frames cor-
responding to physical components: either a joint or a body or a force/torque element
(including springs and dampers) or a position vector, also called “rigid-arm” [44]. For
each element, there are now two sets of through and across variables: translational and
rotational. Thus, there will be two sets of cutset and circuit equations, since these vari-
ables cannot be added together. Although the incidence matrix is the same for each,
selecting different trees can be used to create different cutset and circuit equations for
translation and rotation. This can be used to reduce the system equations to a set that
is smaller in number than those generated by conventional multibody formalisms [44].
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Figure 3.6: Slider-crank mechanism (a) and the corresponding linear graph (b)

To illustrate, consider the planar slider-crank mechanismshown in figure 3.6,
along with its linear graph representation. The edgesm1, m2, andm3 represent both
the translational and rotational inertia of the three rigidbodies (crank, connecting rod,
and slider). These bodies are connected by revolute jointsh8, h9, andh10 and by the
prismatic joints11. The “rigid arm” elementsr4 − r7 define the position and orien-
tation, relative to the center of mass frames on the bodies, of the body-fixed frames
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that define the connection points of these joints. Finally, the external force on the
slider is modeled by the force elementF12, originating at the inertial frame (node)
and terminating at the slider.

The constitutive equations for the multi-dimensional translation of rigid bodies
and spring-dampers are the same as that shown in the previoussection, but in terms
of vectors. However, a second equation relates the torques on the body to its rota-
tional inertia. This equation corresponds to Euler’s equations for rotational motion,
see section 2.1.6.

In the example from figure 3.6, for the rigid-arm elements, e.g. r4, the tip node
does not rotate relative to the tail (center of mass) node; hence, the angular velocity
ω4 is zero. However, the translational velocity of the rigid-arm is a nonlinear function
of the angular velocity of the body on which it resides, e.g.v4 = ω1 × r4, which
is a well-known result from rigid body kinematics2. For the ideal joints, one always
finds that the motion allowed by a joint, e.g.r11 = s11 ı̂ wherer11 is the translational
displacement of the slider alongX, is orthogonal to the reaction forces and torques
that arise in the joint, e.g.F11 = F11 ̂ andT11 = T11k̂ where ̂ and k̂ are unit
vectors parallel toY andZ directions, respectively. This is a result of the fact that
ideal joints do no work, and it can be used to eliminate joint reactions in the system
dynamic equations. This will also be observed later on when presenting the Virtual
Work Principle in details, see section 3.3.1.

Because of the large rotations of the bodies, non-linearities arise in the constitutive
equations, but, fortunately, the topological equations, 3.8 and 3.9, remain linear. Fur-
thermore, the selection of trees can again be used to define the primary variablessm

andλm in the final system equations. The “branch coordinates”sm are the unknown
across variables for elements (branches) in the tree. By selecting components with
known across variables (e.g.r4 − r7) into the tree, the numbern of branch coordi-
nates (and system equations) is reduced. If the tree is completed bym1−m3, then the
final equations are in terms of the absolute coordinates for the three bodies. If joints
h8 − h10 are selected in place ofm1 − m3, then one obtains equations in the joint
coordinatesβ8 − β10. Thus, linear graph theory provides a unification of traditional
absolute and relative (or joint) coordinate formulations.

Any joints left in the cotree , e.g.s11 , will provide the reaction loads (F11 and
T11) appearing in the Lagrange multipliersλm. Furthermore, these cotree joints will
also provide one kinematic constraint equation for each reaction load. Thesep con-
straint equations express the relationships between the branch coordinates, which will
not be independent if there are joints in the cotree. For the slider-crank example, the
three joint coordinatesβ8 − β10 must be related by two constraint equations because
the system has only 1 degree of freedom (d.o.f.). These constraint equations are al-
ways found by projecting the circuit equations for the cotree joints onto their reaction
spaces.

2see section 2.1 for more details.
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To illustrate, the translational and rotational circuit equations for cotree joints11

are:
r8 − r4 + r5 + r9 − r6 + r7 − r10 − r11 = 0 (3.19)

β8 − β4 + β5 + β9 − β6 + β7 − β10 − β11 = 0 (3.20)

wherer8 = r9 = r10 = 0 from the constitutive equations for revolute joints, and
all terms in the rotational equation are constant (again, from the constitutive equations)
except for the three branch coordinatesβ8 − β10. Note that the circuit equations rep-
resent the zero summation of displacement vectors around a closed kinematic chain.
The reaction space fors11 is spanned by unit vectorŝ and k̂, as mentioned previ-
ously. Projecting the circuit equations onto these two unitvectors, and substituting all
constitutive equations, results in the kinematic constraint equations:

h(sm) = 0 (3.21)

where the column matrixh is a nonlinear algebraic function ofsm =




β8

β9

β10


.

To obtain then dynamic equations of the system, the cutset equations for each
branch are projected onto the motion space for that branch. For example, for a revolute
joint, the motion space is defined by the vector parallel to the joint axis, while the
reaction space is the plane orthogonal to that same vector.

As an example, the motion space for branch jointh9 is spanned bŷk, the unit
vector parallel to the joint axis. The rotational cutset equation forh9 is:

T9 + T2 + T3 + T11 + T12 = 0 (3.22)

which represents the rotational dynamic equilibrium for bodiesm2 andm3 that are
isolated by the cutset. Projecting this equation ontok̂, and using the constitutive
equationsT9 = T12 = 0, one obtains a dynamic equation in terms of the inertia of
m2 andm3, and the cotree joint reaction torqueT11. Generating the two dynamic
equations for the other two joints in the tree, and assembling in matrix form, gives the
system dynamic equations:

Mm s̈m + Qm = JmT

λm (3.23)

whereMm is then × n mass matrix,Jm is the Jacobian matrix of the kinematic
constraint equations, andQm contains external loads and quadratic velocity terms.
Together, the kinematic and dynamic equations constitutesa set ofn + p nonlinear
differential-algebraic equations (DAEs), the solution ofwhich will give the branch
coordinatessm(t) and the Lagrange mutlipliersλm(t).

Note that one can also generate the dynamic equations by combining linear graph
theory with analytical mechanics, e.g. the Virtual Work Principle. For instance, this
approach is very useful for incorporating flexible bodies into the multibody model
[68], but it requires to abandon the idea of a fully unified theory.
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3.2.4 Discussion

The linear graph theory presented here is of course perfectly suited to electrical cir-
cuits and it was explained that it allows to generate models of multibody systems, with
interesting features such as the possibility to mix absolute and relative coordinates, or
the automatic constraint formulation by means of chord transformations. It therefore
provides an interesting platform for the modeling of electromechanical systems.

Nevertheless, we can point out some drawbacks of this technique:

• Constraints deduced from the topology are naturally taken into account but any
additional constraint (ex.: a wheel on a railway track, a “user constraint”, etc.)
requires definition of new specific element.

• Efficiency of the generated dynamic equations for MBS can be called into ques-
tion, when compared to recursive techniques3.

These points are usually not really problematic but they might become critical
when considering applications with large and complex multibody structures and tight
electromechanical interaction, for which simulation times and model efficiency are
essential.

3.3 Virtual Work Principle

As already observed with Bond Graph and Linear Graph theories, as soon as multi-
domain systems are considered, energy and power are essential concepts.

The Virtual Work Principle [31, 67, 76, 77] was first developed in mechanics and
several researchers already extended this technique to electrical systems [46, 62, 73].
It offers a rigorous unified theoretical framework for modeling of electromechanical
systems, and leads to a minimal set of equations, especiallywhen expressed under the
Lagrange form.

Lagrange equations have been proposed by several authors asan unified formula-
tion for electromechanical systems:

• Maisser [42] proposes to model multibody systems coupled with electrome-
chanical drives using Lagrange equations. He limits himself to electromagnetic
coupling and do not consider constraints.

• Scherpen [62] uses the Lagrange multiplier technique to model switching elec-
trical circuits and also mutual inductances.

• Hadwich and Pfeiffer [26] propose to consider the electromechanical coupling
as constraints between electrical and mechanical variables.

3Although Linear graph theory does not preclude it, as far as we know, current implementations do not
consider recursive formulation.
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All these formalisms consider either charges or flux as generalized variables, which
are not conventional variables in circuit theory, which classically consider currents and
voltages.

Schlacher [64] developed another formulation for electromechanical systems where
he considers Lagrange equations for the mechanical subsystems and original equa-
tions, based on power functions, in terms of currents and voltages but not under La-
grange form, for electrical circuits.

Although virtual work formalisms are well-known, detaileddevelopments are pre-
sented in order to show the parallels that may be drawn between electrical and mechan-
ical systems:

• The multibody Virtual Work Principle proposed here starts from the Newton-
Euler equations, what is different from classical formulations starting from the
d’Alembert principle at local level [31, 67, 76, 77]. The proposed formulation
is similar to the work by Wittenburg [78] and Samin [55].

• The electrical virtual work formulation proposed here is inspired from Hadwich
and Pfeiffer [26].

• On the basis of Lagrange equations, an interesting unification of the electrical
and mechanical equations is proposed. More general than Maisser’s proposition
[42], it differs from Hadwich and Pfeiffer’s proposition [26] since no constraint
is considered between the electrical and mechanical variables.

3.3.1 Virtual Work Formalism for Multibody Systems

Methods based on Newton-Euler equations with absolute generalized coordinates
(with opposition to relative joint coordinates) can be the starting point of a multibody
modeling tool. For a system composed ofN body bodies, in a three dimensional space,
6N body differential equations4 must be written, according to 2.33 and 2.35. When
two bodies are interconnected by a joint, several relative motions are prevented, what
results inreaction forcesin the joint reaction space constraining the displacementsto
take only place in the motion space.

Manipulating these6N body equations leads to the desired equations of motion
but also to all the reaction forces in the joints. For most applications, the number of
degrees of freedom (d.o.f.) is rather low compared to6N body and thus many “unnec-
essary” quantities are determined if we are only interestedin the motion behavior of
the system. For example, for a 4-bar planar mechanism, 9 equations can be written,
which reduce to 1 equation of motion corresponding to the single d.o.f. This reduction
procedure consists in combining the Newton-Euler equations in order to eliminate the
8 reaction forces. This makes the use of Newton-Euler equations with absolute coor-
dinates demanding from a numerical point of view.

The general idea lying behind the Virtual Work Principle is to select in advance the
correct linear combinations between the Newton-Euler equations in order to eliminate

43Nbody for planar systems.
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the reaction forces in the joints. From Newton’s second law 2.33 and Euler equation
2.34, and using the dynamic quantities defined in section 2.1.5 for multibody systems,
we can write:

Nbody∑

i=1

(
miẍi − Fi

tot

)
· αi +

Nbody∑

i=1

(
Ḣi − Li

tot

)
· βi = 0 (3.24)

Since the expressions into brackets are always equal to zerofor all the bodies,
the coefficientsαi andβi can be chosen arbitrarily. However, at first, when adding
quantities, they must have the same dimensions. This imposes specific units for the
components of vectorsαi andβi. Different possibilities exist and lead to different
approaches:

• αi andβi are linear and angular virtual velocities respectively. This leads to
theVirtual Power Principlesince the products will have the dimension of me-
chanical power.

• αi and βi are linear and angular virtual infinitesimal displacementsrespec-
tively. This leads to theVirtual Work Principlesince the products will have the
dimension of mechanical work.

In this research, we will focus on the Virtual Work Principle5 and the coefficient
arraysαi andβi, appearing in 3.24, will be calledvirtual displacementsand denoted:

αi = δxi βi = δπi (3.25)

The Virtual Work Principle 3.24 can be written:

Nbody∑

i=1

(
miẍi − Fi

tot

)
· δxi +

Nbody∑

i=1

(
Ḣi − Li

tot

)
· δπi = 0 (3.26)

Starting from d’Alembert’s principle, the Virtual Work Principle can be obtained
locally under integral form, but this local formulation of the motion is not necessary
for rigid bodies, and, in this text, we remain at the body level. This requires to explic-
itly take the Euler equations of rotation into account, while local formulations consider
only translation equations of infinitesimal mass elements [31, 67, 77].

When presenting the Virtual Work Principle, Wittenburg [78]and Samin [55] also
start from 3.26.

5Detailed discussion of the Virtual Power Principle can be found in [56]. Both formalisms lead to the
identical equations.
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3.3.1.1 Virtual displacement

As defined in [76], for any position vectorxi, avirtual displacement- denotedδxi

- corresponds to an arbitrary infinitesimal6 change in the generalized coordinatessm,
this change occurring at a fixed instant determined by timet [76].

If a position vectorxi is expressed as a function of the generalized coordinates7

sm and timet,
xi = xi (sm, t) (3.27)

and the infinitesimal virtual displacementδxi is equal to:

δxi =
∑

j

∂xi

∂sm
j

δsm
j =

∂xi

∂smT
δsm (3.28)

whereδsm
j is an infinitesimal change in variablesm

j (at timet). In 3.28 the following

notation has been used:∂x
i

∂smT ,

(
∂x

i

∂sm
1

. . . ∂x
i

∂sm
n

)
.

If the position vectorxi is expressed in the inertial frame
{
Î
}

as

xi =
[
Î
]T

V (sm, t) (3.29)

then, we write the virtual displacement as

δxi =
[
Î
]T

δV (3.30)

with

δV =
∂V

∂smT
δsm (3.31)

If the position vectorxi is expressed in a mobile frame
{
X̂i

}
as

xi =
[
X̂i

]T

xi (sm, t) (3.32)

then, we write the virtual displacement as

δxi =
[
Î
]T

δ
(
RiT

xi
)

(3.33)

with Ri such that
[
X̂i

]
= Ri

[
Î
]
.

6The infinitesimal character assumed here is not necessary whenusing the virtual power principle in
which velocities are considered; defining an instantaneousvelocity at a given position and time instant is
always possible.

7For instance, the kinematic relations obtained in section 2.1.4 and 2.1.5 allow us to rewrite the position
vectorxi and velocity vectoṙxi as function of the joint variablessm and their derivativeṡsm
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Equation 3.33 can be rewritten as

δxi =
[
Î
]T ((

δRiT
)

xi + RiT

δxi
)

(3.34)

Expressing the virtual displacementδxi in the mobile frame, we get

δxi =
[
X̂i

]T ((
RiδRiT

)
xi + δxi

)
(3.35)

with δxi = ∂xi

∂smT δsm

In order to determineRiδRiT

, we will start from the fact that the rotation matrix
Ri is orthogonal and thus,

RiRiT

= E (3.36)

whereE is the unit matrix. Thus,

δ
(
RiRiT

)
= 0 =

(
δRi

)
RiT

+ RiδRiT

(3.37)

Equation 3.37 proves that matrixRiδRiT is antisymmetric and thus, we can define
a vectorδπi such that:

RiδRiT

=




0 −δπi
3 δπi

2

δπi
3 0 −δπi

1

−δπi
2 δπi

1 0


 = δπ̃i (3.38)

whereδπi
1, δπi

2 andδπi
3 are the components ofδπi in frame

{
X̂i

}
: δπi =

[
X̂i

]T

δπi

andδπi =
(

δπi
1 δπi

2 δπi
3

)T
.

Vectorδπi is only valid for infinitesimal variations and will be calledthe pseudo-
vector of infinitesimal rotation[76]. It will be used in the Virtual Work Principle 3.26
for each body. This vector has been defined in a way that is verysimilar to the absolute
angular velocityω and benefits from the same properties (see equations 2.5 to 2.15) .
In particular, equation 3.35 may be rewritten as

δxi =
[
X̂i

]T

δxi + δπi × xi (3.39)

From 3.38, it is possible to rewriteδπi as a linear combination of theδsm
j . Indeed,

assuming that the rotation matrix can be expressed as a function of the generalized
coordinatessm and timet,

Ri = Ri(sm, t), (3.40)

we can write

δRi =

n∑

j=1

∂Ri

∂sm
j

δsm
j (3.41)
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and thus

δ̃π
i
=

n∑

j=1

Ri

(
∂Ri

∂sm
j

)T

δsm
j =

n∑

j=1

b̃i
jδs

m
j (3.42)

where the tilde matrix̃bi
j , Ri ∂Ri

∂sm
j

T
has been introduced. Defining vectorbi

j ,
[
X̂i

]T

bi
j as the associated vector, we can write

δπi =

n∑

j=1

bi
jδs

m
j (3.43)

Recalling the definition of the angular velocity vectorωi (2.5)

ω̃i = Ri
(
Ṙi

)T

(3.44)

and using

Ṙi =
n∑

j=1

∂Ri

∂sm
j

ṡm
j +

∂Ri

∂t
(3.45)

we get,

ω̃i =

n∑

j=1

Ri




(
∂Ri

∂sm
j

)T

ṡm
j +

∂Ri

∂t


 (3.46)

By comparing 3.46 and 3.42, we obtain

∂ω̃i

∂ṡm
j

= Ri

(
∂Ri

∂sm
j

)T

= b̃j (3.47)

and thus,

bi
j =

∂ωi

∂ṡm
j

(3.48)

This property will be used later on when developing the Virtual Work Principle.
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3.3.1.2 Tree-like multibody systems

In this section, we will assume thatn generalized coordinates

sm =
(

sm
1 · · · sm

n

)T

were defined8 and thatxi andRi do not exhibit explicit dependance with respect to
time9 t:

xi = xi(sm) (3.49)

ẋi =

n∑

j=1

∂xi

∂sm
j

ṡm
j (3.50)

Ri = Ri(sm) (3.51)

From 3.28 and 3.43, the Virtual Work Principle 3.26 may be rewritten as

Nbody∑

i=1

(
miẍi − Fi

tot

)
·

n∑

j=1

∂xi

∂sm
j

δsm
j +

Nbody∑

i=1

(
Ḣi − Li

tot

)
·

n∑

j=1

bi
jδs

m
j = 0 (3.52)

in which the terms can be recombined as

Nbody∑

i=1

n∑

j=1

miẍi · ∂xi

∂sm
j

δsm
j

︸ ︷︷ ︸
1

+

Nbody∑

i=1

n∑

j=1

Ḣi · bi
jδs

m
j

︸ ︷︷ ︸
2

−
n∑

j=1

Qtot
j δsm

j

︸ ︷︷ ︸
3

= 0 (3.53)

whereQtot
j is defined as the totalgeneralized forceassociated withsm

j ,

Qtot
j =

Nbody∑

i=1

(
Fi

tot ·
∂xi

∂sm
j

+ Li
tot · bi

j

)
(3.54)

Let us now derive the Lagrange form of equation 3.53.
The first term 1 of equation 3.53 can be written as

Nbody∑

i=1

n∑

j=1

mi d

dt

(
ẋi · ∂xi

∂sm
j

)
δsm

j −
Nbody∑

i=1

n∑

j=1

miẋi · d

dt

(
∂xi

∂sm
j

)
δsm

j (3.55)

Taking the first time derivative of∂x
i

∂sm
j

, we get

d

dt

(
∂xi

∂sm
j

)
=

n∑

k=1

∂2xi

∂sm
j ∂sm

k

ṡm
k (3.56)

8For instance the joint variablessm defined in section 2.1.4. In this case,n = Nbody .
9If the motion of a joint is imposed as a function of timet, it will be considered as a constraintsm

j =

f(t).
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Taking the partial derivative oḟxi (equation 3.50) with respect tosm
j , one get

∂ẋi

∂sm
j

=

n∑

k=1

∂2xi

∂sm
j ∂sm

k

ṡm
k (3.57)

Comparing equation 3.56 with equation 3.57, one concludes that

d

dt

(
∂xi

∂sm
j

)
=

∂ẋi

∂sm
j

(3.58)

From equation 3.50,̇xi =
n∑

j=1

∂x
i

∂sm
j

ṡm
j , we easily deduce that

∂ẋi

∂ṡm
j

=
∂xi

∂sm
j

(3.59)

Replacing 3.58 and 3.59 into equation 3.55, term1 of 3.53 becomes

Nbody∑

i=1

n∑

j=1

mi d

dt

(
ẋi · ∂ẋi

∂ṡm
j

)
δsm

j −
Nbody∑

i=1

n∑

j=1

miẋi · ∂ẋi

∂sm
j

δsm
j (3.60)

If we define for bodyi thekinetic energy of the translationmotion as

T ti =
1

2
mi ẋi · ẋi (3.61)

we can write:

∂T ti

∂ṡm
j

= miẋi ∂ẋi

∂ṡm
j

(3.62)

∂T ti

∂sm
j

= miẋi ∂ẋi

∂sm
j

(3.63)

and thus, from 3.60, we can rewrite term1 of 3.53 as

Nbody∑

i=1

d

dt

(
∂T ti

∂ṡm

)T

δsm −
Nbody∑

i=1

(
∂T ti

∂sm

)T

δsm (3.64)

where matrix notation was used:
(

∂T ti

∂ṡm

)T

δsm =
n∑

j=1

∂T ti

∂ṡm
j

δsm
j .

Similarly, according to 2.31,Hi = Ii · ωi and the second term2 of 3.53 can be
transformed as,

Nbody∑

i=1

n∑

j=1

(
Ii · ω̇i + ω̃

i · Ii · ωi
)
· bi

jδs
m
j (3.65)
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Expressing all the tensors and vectors in the body-fixed frames
{
X̂i

}
, the latter

writes
Nbody∑

i=1

n∑

j=1

biT

j

(
Iiω̇i + ω̃iIiωi

)
δsm

j (3.66)

whereIi is the inertia matrixi with respect to its center of mass. The latter is a
constant when rigid bodies are considered.

The following property is satisfied bybi
j andωi [54, 76]:

dbiT

j

dt
− ∂ωiT

∂sm
j

= biT

j ω̃i (3.67)

Replacing the latter inside 3.66, we get

Nbody∑

i=1

n∑

j=1

(
biT

j Iiω̇i +

(
dbiT

j

dt
− ∂ωiT

∂sm
j

)
Iiωi

)
δsm

j (3.68)

Defining thekinetic energy of the rotationmotion as

T ri ,
1

2
ωiT · Ii · ωi =

1

2
ωi · Hi =

1

2
Hi · ωi· (3.69)

we will show that

d

dt

(
∂T ri

∂ṡm
j

)
− ∂T ri

∂sm
j

= biT

j Iiω̇i +

(
dbiT

j

dt
− ∂ωiT

∂sm
j

)
Iiωi (3.70)

Indeed, taking the partial derivative∂T ri

∂ṡm
j

and using 3.48 we get

∂T ri

∂ṡm
j

=
∂ωiT

∂ṡm
j

Iiωi = biT

j Iiωi (3.71)

the first time derivative of which writes:

d

dt

(
∂T ri

∂ṡm
j

)
=

dbiT

j

dt
Iiωi + biT

j Iiω̇i (3.72)

On the other hand, the partial derivative∂T ri

∂sm
j

gives us

∂T ri

∂sm
j

=
∂ωiT

∂sm
j

Iiωi (3.73)
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Finally, using 3.70, the second term2 of 3.53 transforms into,

Nbody∑

i=1

n∑

j=1

(
d

dt

(
∂T ri

∂ṡm
j

)
− ∂T ri

∂sm
j

)
δsm

j (3.74)

which can be written as, with matrix notation (as in 3.64),

Nbody∑

i=1

d

dt

(
∂T ri

∂ṡm

)T

δsm −
Nbody∑

i=1

(
∂T ri

∂sm

)T

δsm (3.75)

The total kinetic energy of a multibody system is defined10 as

T ,

Nbody∑

i=1

(
T ti + T ri

)
(3.76)

Replacing 3.64 and 3.75 into 3.53 , the final equation of motion can be written as:

(
d

dt

(
∂T

∂ṡm

)
− ∂T

∂sm
− Qtot

)T

δsm = 0 (3.77)

which has the form
ΦmT

δsm = 0 (3.78)

Since equation 3.78 is valid for any independent joint’s virtual displacements, we
must haveΦm = 0, and thus

d

dt

(
∂T

∂ṡm

)
− ∂T

∂sm
− Qtot = 0 (3.79)

For multibody systems, the total generalized forcesQtot have been defined in
equation 3.54. Using 3.48, the latter becomes:

QtotT

=

Nbody∑

i=1

Fi
tot ·

∂xi

∂smT
+

Nbody∑

i=1

Li
tot ·

∂ωi

∂ṡmT
(3.80)

whereFi
tot andLi

tot respectively represent the resultant of all the forces and torques
acting on bodyi.

Selecting virtual displacementsδsm compatible with the joint kinematics, it is a
well-known fact that the reaction forces (also called constraint forces) of the joints
disappear from the equation of motion, since their contribution to the virtual work
vanishes. Imposing compatible virtual displacementsδsm, we satisfy theimplicit
constraintsassociated with the joint kinematics.

10The kinetic energy is often defined asT =
∫

(ṙ · ṙ) dm. For multibody systems with rigid bodies, this
is equivalent to the definition given in this text.
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At this stage, we can deduce another form of 3.79. Starting from the kinetic energy

T =

Nbody∑

i=1

(
1

2
miẋi · ẋi +

1

2
ωi · Hi

)
(3.81)

=
Nbody∑

i=1

(
1

2
miẋiT

ẋi +
1

2
ωiT

Iiωi

)
(3.82)

whereẋi =
[
Î
]T

ẋi, ωi =
[
X̂i

]T

ωi andIi =
[
X̂i

]T

Ii
[
X̂i

]
.

Let us rewrite equations 3.50 and 3.46 as

ẋi =
∂xi

∂smT
ṡm (3.83)

ωi =
∂ωi

∂ṡmT
ṡm (3.84)

Replacing the latter in the kinetic energy, expression 3.82becomes

T =
1

2
ṡmT

Nbody∑

i=1

(
mi

(
∂xi

∂smT

)T (
∂xi

∂smT

))
ṡm

+
1

2
ṡmT

Nbody∑

i=1

((
∂ωi

∂ṡmT

)T

Ii

(
∂ωi

∂ṡmT

))
ṡm (3.85)

=
1

2
ṡmT

Mṡm

in which ∂ωi

∂ṡmT is only function ofsm, according to 3.46.

Introducing 3.85 in the equation of motion 3.79, the latter can be rewritten in the
form:

M(sm)s̈m + c(sm, ṡm, Fext, Lext, g) = Q(sm, ṡm) (3.86)

where the generalized accelerationss̈m appearlinearly. The matrixM is called the
generalized massmatrix, which only depends on the generalized variablessm. From
3.85, we can conclude thatM is symmetric.

The kinetic energy is always positive and, from linear algebra theory [70], a sym-
metric matrixM such thaṫsmT

Mṡm is positive for anyṡm 6= 0 is symmetric positive
definite.

In expression 3.86, we have explicitly separated the generalized forces associated
with the external forcesFext and torquesLext, including gravity, from the joint gen-
eralized forcesQ.



66 3. UNIFIED THEORIES CONFRONTATION

Lagrange equations Among the forces acting on a system, we can always distin-
guish energyconservative forces. These kind of forces are characterized by apotential
functionU(sm) such that:

Qc = − ∂U

∂sm
(3.87)

whereQc refers to the generalized forces associated with conservative forces.
The virtual work expression 3.79 then becomes:

d

dt

(
∂T

∂ṡm

)
− ∂T

∂sm
+

∂U

∂sm
− Qnc = 0 (3.88)

whereQnc represents the generalized forces associated with non-conservative forces.
Defining theLagrangianLm of the mechanical system by

Lm , T − U, (3.89)

the equations of motion can be written as:

d

dt

(
∂Lm

∂ṡm

)
− ∂Lm

∂sm
− Qnc = 0 (3.90)

Equations 3.90 are theLagrange equations of motionof a mechanical multibody
system.

3.3.1.3 Constrained multibody systems: Lagrange multipliers technique

In the previous section, we have assumed a tree-like structure of the multibody
system. The chosen generalized coordinates, the joint variablessm, were independent
and we could derive the equations of motion under the Lagrange form 3.90. Tree-like
systems can be found for instance in some robotic applications.

However, in many practical cases, physical systems are not tree-like because closed-
loops exist, as illustrated in figure 2.1, and the joint variablessm are not independent
anymore.

The previously described formalism is still valid if we define aspanning tree, that
is a tree covering all the bodies of the system. This spanningtree can be obtained by
cutting the loops, either by cutting bodies or by disregarding some joints (see figure
3.7).

The number of necessary cuts can be found since, for closed-loop systems, the
number of jointsN joint is higher than the number of bodiesN body, whereas in a tree-
like structureN joint = N body. The differenceN cut , N joint − N body defines the
cyclomaticnumber correponding to the number of independent cuts whichare neces-
sary to form a spanning tree. Independent cuts are such that their closure automatically
closes all the loops in the system.

Of course, for each independent loop, closure conditions have to be imposed to
the spanning tree variablessm and the number of d.o.f. will be directly related to the
number of conditions. The latter depends on how we cut the loops [56].
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To illustrate these concepts, let us consider the example offigure 3.7. In this exam-
ple, three loops exist but two cuts are sufficient. Closing cut 1 and cut 2 automatically
closes all the loops, but closing cut 1 does not close loop 2 and vice versa: cuts 1 and
2 are independent.

1

2

3

cut 1

cut 2

Figure 3.7: Independent loops and cuts

The loop closure conditions will lead toexplicit constraints(in contrast with im-
plicit constraint arising from the nature of the joints), between the generalized co-
ordinatessm corresponding to the spanning tree joint variables. These constraints
are qualified asholonomic constraintsbecause they relate the generalized variables at
position level. Generally non-linear, they cannot be solved analytically.

The explicit holonomic constraints, discussed above, takethe general form

h(sm, t) = 0 (3.91)

Driven joints, for which the motion is imposed, are also such that the correspond-
ing joint variable is constrained to be equal to a given function of timet, what can be
written under the form 3.91.

The first time-derivative of the constraints can be written

ḣ(ṡm, sm, t) = Jm(sm, t)ṡm +
∂h(sm, t)

∂t
= 0 (3.92)

whereJm =
(

∂h

∂smT

)
is theJacobianmatrix associated with the constraints.

Sometimes, other constraints may exist at velocity level only, because they are
not integrable, under the form 3.92. These constraints are callednon-holonomiccon-
straints and are linear11 in the system generalized velocitiesṡm. A typical example is
the pure rolling contact of a disc on a plane. To summarize, wecan say that equation
3.92 gathers the non-holonomic constraints and the first time derivative of holonomic
constraints.

11So far, non-holonomic constraints non-linear in terms of velocities have not been encountered. They
are not considered here.
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The constraints can be written at acceleration level as

ḧ(s̈m, ṡm, sm, t) =

Jm(sm, t)s̈m +

(
J̇m (ṡm, sm, t) +

∂2h

∂smT ∂t

)
ṡm +

∂2h

∂2t
= 0 (3.93)

In the present case, because of these explicit constraints,the generalized coordi-
natessm are not independent.

Let us choose virtual changesδsm in the joint variables, which do not satisfy the
explicit constraints. The associated constraints forces produce a virtual work that has
to be taken into account in the virtual work expressions. Their effect is taken into
account by a supplementary termQ′ in the equation of motion as

M(sm)s̈m + c(sm, ṡm, Fext, Lext, g) = Q + Q′ (3.94)

whereQ′ represents the generalized forces associated with the explicit constraints.
On the other hand, if the virtual displacementsδsm are compatible with the ex-

plicit constraints,JmT

δsm = 0, and the generalized constraint forcesQ′ produce no
work. Mathematically, this writes:

Q′T δsm = 0 for anyδsm that satisfies:JmT

δsm = 0 (3.95)

From elementary algebra this can only be true if the generalized forces are in the
subspace defined by the rows of the Jacobian matrix and therefore,Q′ must be a linear
combination of the rows of the Jacobian matrix12,

Q′ = JmT

λm (3.96)

whereλm are the Lagrange multipliers andJm is the Jacobian of the constraints, and
the new set of equations to be considered is:

M(sm)s̈m + c(sm, ṡm, Fext, Lext, g) = Q + JmT

λm

h(sm, t) = 0
(3.97)

Elimination of the constraints and the Lagrange multipliers from equation 3.97
can be done to obtain a reduced set of purely differential equations of the form:

Mr(s
m
u , t)s̈m

u + cr(s
m
u , ṡm

u , Fext, Lext, g, t) = Qr (3.98)

Like with graph theories, reduction procedures are out of the scope of the unified
Virtual Work Principle theory. Nevertheless, from our point of view, it follows more
naturally equational approaches, as the one presented in this section.

The generalized coordinate partitioning method [75] is a popular method to achieve
the reduction from equation 3.97 to 3.98 and it will be discussed in details in section
4.1.3.

12A purely mathematical proof for relation 3.96 is proposed in [76].
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3.3.1.4 Discussion

The main advantage in using Virtual Work Principle is the direct elimination of
the reaction forces and torques associated with implicit and explicit constraints, by
means of a good choice of the virtual changesδsm and of the Lagrange multipliers
technique. Additionally, it is helpful to demonstrate the symmetric positive definite
character of the generalized mass matrixM .

Nevertheless, in the equations obtained from the Virtual Work Principle, multiple
summations and partial derivatives appear. They result in arapidly growing number
of operations when the number of d.o.f. rises, which often becomes excessive for
complex applications with numerous d.o.f. This makes the Virtual Work Principle
inefficient when considering large and complex multibody systems [56], except if the
summations and derivatives can be computed in a recursive way.

Unnecessary terms are computed when starting directly fromLagrange equations
3.90. Indeed, looking at the termd

dt
∂T
∂ṡm of 3.79, its practical computation will lead

to terms cancelling those computed in∂T
∂sm . For example, looking at the translational

kinematic energy13 T ti, we can write from 3.62

d

dt

∂T ti

∂ṡm
j

= miẍi ∂ẋi

∂ṡm
j

+ miẋi d

dt

∂ẋi

∂ṡm
j

(3.99)

= miẍi ∂ẋi

∂ṡm
j

+ miẋi d

dt

∂xi

∂sm
j

(3.100)

= miẍi ∂ẋi

∂ṡm
j

+ miẋi ∂ẋi

∂sm
j

(3.101)

where 3.58 and 3.59 have been used successively.
Using 3.63, the second term of 3.101 will be cancelled when subtracting ∂T ti

∂sm
j

in

the Lagrange equation.

3.3.2 Virtual Work for Electrical Systems

The Virtual Work Principle, and more specifically the Lagrange equations, orig-
inally formulated for mechanical systems, have been extended to other physical do-
mains and in particular to electrical systems by several authors, among which Meisel
[46].

Scherpen [62] bases her work on Van Der Schaft’s formulationof Lagrange equa-
tions for electrical circuit [73]. She considers classicalcircuits but also switching
electrical circuits used in power electronics. Ramirez andOrtega [69] also based their
work on a Lagrange formulation of electrical equations.

The formulation proposed here is inspired from Hadwich and Pfeiffer’s proposi-
tion [26] and will be detailed in order to highlight the parallelism with the mechanical
formulation.

13Similar cancellation exist when considering the rotationalkinetic energyT ri.
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Energy concepts and definitions The energy of a circuitis defined as the time
integral of the instantaneous power:

E =

∫ t

−∞

uT i dt =

∫ t

−∞

iT u dt, (3.102)

in which u andi are the array of voltage drops across each element and the array of
currents14 flowing through these elements, respectively (see section 2.2).

For a voltage or current source, assuming a generator (active) sign convention for
sources,E corresponds to the energy delivered by the source, if positive, and absorbed
by the source, if negative. Figure 3.8 illustrates the generator sign convention and
shows the directions associated with positive values of voltage drops or currents.

u
s

i
s

(a)

u
s

i
s

(b)

Figure 3.8: Generator (Active) Sign Conventions for Voltage (a) and Current (b)
Sources

For a resistor, assuming a receptor (passive) sign convention (see figure 3.9 where
the indicated directions correspond to positive values) and linear constitutive equation
2.37, this energy becomes

E =

∫ t

−∞

ukkik dt =

∫ t

−∞

Rkik
2 dt =

∫ t

−∞

1

Rk

ukk
2 dt (3.103)

It will always be positive and corresponds to dissipated energy, converted into heat by
the resistor (Joule losses).

u

i

Figure 3.9: Receptor (Passive) Sign Convention

14We assume zero a energy in the circuit at timet = −∞.
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For a capacitor, assuming a passive sign convention and linear constitutive equa-
tion 2.39, the electrical energy becomes

E =

∫ t

−∞

ukkik dt

=

∫ t

−∞

1

Ck

qkik dt

=

∫ qk(t)

0

1

Ck

qk dqk =
1

2Ck

qk
2 =

1

2
Ckuk

2 (3.104)

Energy can thus be accumulated inside the capacitor and takes the form of accumu-
lated chargesqk previously defined asqk =

∫ t

−∞
ikdt.

For an isolated inductor (no mutual inductance), assuming apassive sign conven-
tion and linear constitutive equation 2.38, the electricalenergy becomes

E =

∫ t

−∞

ukkik dt

=

∫ t

−∞

1

Lkk

ϕkukk dt

=

∫ ϕk(t)

0

1

Lkk

ϕk dϕk =
1

2Lkk

ϕk
2 =

1

2
Lkik

2 (3.105)

Energy can thus be accumulated inside the inductor and takesthe form of a magnetic
flux ϕk, previously defined asϕk =

∫ t

−∞
ukkdt.

The concepts of chargesqk and fluxesϕk defined here for capacitors and inductors
are extended to any electrical components. This extension is purely mathematical
since no physical insights can be found for charges accumulated inside an inductor or
a resistor, for instance. This allows us to rewrite general expressions 3.102 as

E =

∫ q

0

uT dq =

∫ ϕ

0

iT dϕ (3.106)

We also define themagnetic energyWm, associated with a network of inductors
with mutual influences and permanent magnets, as

Wm

(
ϕl

)
,

∫ ϕl

0

il
T

dϕl (3.107)

Themagnetic co-energyW ∗
m is then defined as

W ∗
m

(
il
)

, il
T

ϕl −
∫ ϕl

0

il
T

dϕl =

∫ il

0

ϕlT dil (3.108)

Similarly for capacitors network, we define theelectrical energyWe as

We (qc) ,

∫ qc

0

ucT

dqc (3.109)
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Theelectrical co-energyW ∗
e is then defined as

W ∗
e (uc) , ucT

qc −
∫ qc

0

ucT

dqc =

∫ uc

0

qcT

duc (3.110)

Note: In the linear case (see constitutive equations 2.38 and 2.39), expressions 3.107
to 3.110 become,

Wm

(
ϕl

)
= 1

2
ϕlT L−1ϕl − ϕpT

L−1ϕl

W ∗

m

(
il

)
= 1

2
il

T

Lil + ϕpT

il

We (qc) = 1

2
qcT

C−1qc

W ∗

e (uc) = 1

2
ucT

Cuc

(3.111)

Telegen’s Theorem Telegen’s theorem is a direct consequence of the conservation
of charge applicable in electric circuit theory. It states that [3]:

uT i = iT u =

n∑

k=1

ukkik = 0 (3.112)

for any compatible set of voltage dropsu and currentsi. A compatible set is
defined as a set of voltage dropsu and currentsi satisfying Kirchoff’s laws.

Telegen’s theorem 3.112 can be interpreted as a power conservation principle15

(first principle of thermodynamics): the instantaneous sumof the powers, produced
or absorbed by each element, must be zero if Kirchoff’s laws are respected. In other
words, the energy of the circuit is constant: all the energy produced by the sources is
either accumulated inside the capacitors and inductors or dissipated by the resistors.

3.3.2.1 Virtual Work for electrical circuits

Let us consider a set of voltage dropsu and currentsi compatible with Kirchoff’s
equations, Telegen’s principle is satisfied at each time. Ifwe fix the timet and apply
virtual changes in the chargesδq compatible with Kichoff’s laws, according to Tele-
gen’s principle, the energy of the circuit must be conservedand thus the variation in
energy must be zero:

δE = uT · δq = 0 (3.113)

Similarly, we can imagine that we apply virtual changes in fluxesδϕ compatible
with Kirchoff’s law and the corresponding virtual change inenergy must be zero:

δE = iT · δϕ = 0 (3.114)

15more generally expressed in terms of across and through variables, defined in the linear graph theory,
and thus applicable to the different fields of physics.
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Expressions 3.113 and 3.114 show two possible formulationsof the Virtual Work
Principle with variations either in terms of chargesδq or fluxesδϕ.

Both formulations lead to the same equations expressed in terms of different vari-
ables. We will present in details the formulation with virtual changes in charges, which
is the most common one, while the flux formulation will be shortly introduced.

3.3.2.2 Charges Formulation

Starting from the formulation 3.113, we can separate different terms:

uT δq = ulT δql + ucT

δqc + urT

δqr + usT

δqs = 0 (3.115)

The first term from 3.115 can be rewritten as follows:

ulT δql =
(

dϕl

dt

)T

δql

= d
dt

(
ϕlT δql

)
− ϕlT d

dt

(
δql

) (3.116)

As mentioned in [26] the operatorδ can be interchanged with operatord
dt

only
when no constraints exist between the variables to which they apply. At this stage, we
assume that the chargesql inside the inductors are independent, and we can write that

d

dt

(
δql

)
= δq̇l (3.117)

According to the definition of the magnetic co-energy 3.108,

ϕl =
∂W ∗

m

∂q̇l
(3.118)

Replacing 3.117 and 3.118 into 3.116, we get

ulT δql =
d

dt

(
ϕlδql

)
−

(
∂W ∗

m

∂q̇l

)T

δq̇l (3.119)

Using the electrical energy definition 3.109, the second term from 3.115 can be
rewritten as

ucT

δqc =

(
∂We

∂qc

)T

δqc (3.120)

Introducing 3.119 and 3.120 in 3.115, the Virtual Work Principle in terms of vari-
ations in charges becomes

d

dt

(
ϕlT δql

)
−

(
∂W ∗

m

∂q̇l

)T

δq̇l

︸ ︷︷ ︸
1

+

(
∂We

∂qc

)T

δqc

︸ ︷︷ ︸
2

+urT

δqr + usT

δqs

︸ ︷︷ ︸
3

= 0 (3.121)
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3.3.2.3 Generalized coordinates for charge formulation

Assuming that among theNel elements of the circuit, we haves sources,r re-
sistors,c capacitors andl inductors, Kirchoff’s equations and resistors and sources
constitutive equations form a set ofNel + r + s algebraic relations, which allow us to
rewrite all the electrical variablesq andu in terms of the chargesql andqc, that were
chosen aselectrical generalized variables:

se =

(
ql

qc

)
. (3.122)

When these chargesql andqc are independent,l + c differential equations can be
written and, by analogy with mechanics, this defines thenumber of degree of freedom
of an electrical circuit(d.o.f.):

#d.o.f. = l + c (3.123)

At this stage, we assume that the generalized variablese are independent.

3.3.2.4 Final equations for charges formulation

Because the constitutive equations of the inductors and capacitors are already in-
volved in the process by means of the magnetic co-energy and electrical energy defi-
nition, we may use Kirchoff’s laws and the constitutive equations of the resistors and
sources to rewrite the electrical variables in terms of the generalized variables defined
above16:

ur = ur (ṡe, t) (3.124)

usi = usi (ṡe, t) (3.125)

q = q (se, t) (3.126)

q̇ =
∂q

∂seT
ṡe +

∂q

∂t
(3.127)

where ∂q

∂seT =
(

∂q
∂se

1

. . . ∂q
∂se

l+c

)
. Explicit dependance with time comes from

the voltage and current sources. The following developments will help us obtaining
Lagrange equations for electrical circuits.

From the fourth expression in 3.127, we can write that

∂q

∂seT
=

∂q̇

∂ṡeT
. (3.128)

Let us consider the first term1 of 3.121. It may be transformed as follows,

d

dt

(
ϕlT δql

)
−

(
∂W ∗

m

∂q̇l

)T

δq̇l =
d

dt

((
∂W ∗

m

∂q̇l

)T
∂ql

∂seT
δse

)
−

(
∂W ∗

m

∂q̇l

)T

δq̇l

(3.129)
16these relations correspond to the branch and chord transformations from linear graph theory presented

in section 3.2.
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then, using 3.128, the previous expression becomes

d

dt

(
ϕlT δql

)
−

(
∂W ∗

m

∂q̇l

)T

δq̇l =
d

dt

((
∂W ∗

m

∂q̇l

)T
∂q̇l

∂ṡeT
δse

)
−

(
∂W ∗

m

∂q̇l

)T

δq̇l

(3.130)
Using 3.122 and assuming17 that ∂W∗

m

∂q̇c = 0, we can reduce 3.130 as follows,

d

dt

(
ϕlT δql

)
−

(
∂W ∗

m

∂q̇l

)T

δq̇l =
d

dt

((
∂W ∗

m

∂ṡe

)T

δse

)
−

(
∂W ∗

m

∂ṡe

)T

δṡe

=
d

dt

(
∂W ∗

m

∂ṡe

)T

δse +

(
∂W ∗

m

∂ṡe

)T
d

dt
(δse)

−
(

∂W ∗
m

∂ṡe

)T

δṡe

=
d

dt

(
∂W ∗

m

∂ṡe

)T

δse +

(
∂W ∗

m

∂ṡe

)T

δṡe

−
(

∂W ∗
m

∂ṡe

)T

δṡe

=
d

dt

(
∂W ∗

m

∂ṡe

)T

δse (3.131)

Once again, we have interchanged operatord
dt

andδ, when passing fromd
dt

(δse)
to δṡe. This is valid since we are still under the assumption that the generalized vari-
ablesse are independent. Similar manipulations where accomplished in mechanics
with expressions 3.58 and 3.67.

The second term2 of 3.121 can also be transformed as, according to∂We

∂ql = 0,

ucT

δqc =

(
∂We

∂qc

)T

δqc

=

(
∂We

∂qc

)T
∂qc

∂seT
δse

=

(
∂We

∂se

)T

δse (3.132)

Eventually, the remaining term3 of 3.121 becomes

urT δqr + usT

δqs = urT ∂qr

∂seT
δse + usT ∂qs

∂seT
δse (3.133)

= urT ∂q̇r

∂ṡeT
δse + usT ∂q̇s

∂ṡeT
δse (3.134)

17This assumption is not restrictive since the magnetic behavior of inductor can be assumed independent
from the electrostatic behavior of capacitors. Magnetic and electrostatic fields are assumed to be indepen-
dent.
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Replacing 3.131, 3.132 and 3.134 into 3.121, we get

d

dt

(
∂W ∗

m

∂ṡe

)T

δse +

(
∂We

∂se

)T

δse + urT ∂q̇r

∂ṡeT
δse + usT ∂q̇s

∂ṡeT
δse = 0 (3.135)

that takes the generic form

ΦeT

δse = 0 (3.136)

with ΦeT

=
d

dt

(
∂W ∗

m

∂ṡe

)T

+

(
∂We

∂se

)T

+ urT ∂q̇r

∂ṡeT
+ usT ∂q̇s

∂ṡeT

︸ ︷︷ ︸
,−QeT (ṡe,usu)

whereQe has been introduced. By analogy with the generalized mechanical forces
Qnc associated with non-conservative forces, we will callQe thegeneralized voltages.
Like the generalized forcesQnc in mechanics, it corresponds to non-conservative ele-
ments: the resistors and sources.

Equations 3.136 is valid for any virtual charge variationsδse compatible with
Kirchoff’s laws. Hence, we must haveΦe = 0, and thus

d

dt

(
∂W ∗

m

∂ṡe

)
+

(
∂We

∂se

)
− Qe (ṡe, usu) = 0 (3.137)

Note: In the linear case, the energies take the form given in 3.111 and the dynamic
equations 3.137 become

(
d
dt

(
Lq̇l + ϕp

)

C−1qc

)
− Q

e (ṡe
, u

su) = 0 (3.138)

Lagrange equations DefiningLe as

Le (se, ṡe) = W ∗
m (ṡe) − We (se) (3.139)

equation 3.137 becomes

d

dt

(
∂Le

∂ṡe

)
− ∂Le

∂se
− Qe = 0 (3.140)

Equation 3.140 has the form of Lagrange equations defined in mechanics (see 3.90).
They are theLagrange equations of electrical circuits, andLe can be called theLa-
grangianfor an electrical circuit.
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Figure 3.10: Example circuit: RLC filter

Example For the RLC filter of figure 3.10, we have two d.o.f. (one inductor and one
capacitor). The generalized coordinates are chosen as:

se =

(
qL

qC

)
(3.141)

Kirchoff’s equations write:

q̇S = q̇R1

q̇R1 = q̇L

q̇L = q̇R2 + q̇C

V = uR1 + uL + uR2

uR2 = uC

(3.142)

The magnetic co-energy and electric energy can be computed from 3.111:

W ∗
m = 1

2Li2L
We = 1

2
q2

C

C

(3.143)

According to 3.137 and Kirchoff’s laws 3.142, the dynamic equations can be writ-
ten:

d
dt

(Lq̇L) + 0 + uR1 + uR2 + uS = 0
0 + qC

C
+ 0 − uR2 + 0 = 0

(3.144)

Using Kirchoff’s voltage law to express these equations in terms of the generalized
variables, we get

Lq̈L + R1q̇L + qC

C
− V = 0

qC

C
− R2 (q̇L − q̇C) = 0

(3.145)

Note: The minus sign appearing in front of the voltage source valueV comes from
the fact that in the Virtual Work Principle, no distinction is done between active
and passive elements concerning the sign convention. All the elements have the
same sign convention. Thus,uS , which represent the source value, is equal to−V

because, as seen in figure 3.10, when writing Kirchoff’s equations, agenerator sign
convention is used for the source, while receptor sign convention is usedfor the other
elements.



78 3. UNIFIED THEORIES CONFRONTATION

The dynamic equations of electrical circuit are classically expressed in terms of
currents and voltages. For the considered circuit example,using q̇L = iL and qC

C
=

uC , we get in matrix form
(

L 0
0 R2C

)(
diL

dt
duC

dt

)
+

(
R1 1
−R2 1

) (
iL
uC

)
+

(
−V
0

)
= 0 (3.146)

which is the classical dynamic model of the RLC filter.

3.3.2.5 Constraints Consideration for Charges Formulation

Some circuits have a structure such that purely algebraic equations exist between
the chosen generalized variablesse. These constraints come from the Kirchoff’s equa-
tions and arise in two situations:

• Loops of capacitors and voltage sources

KT
1cu

c + KT
1suusu = KT

1cu
c(qc) + KT

1suusu = 0 (3.147)

• Cutsets of inductors, capacitors and current sources

KT
2lq̇

l + KT
2cq̇

c + KT
2siq̇

si = 0 (3.148)

Here, a parallel can be done with the mechanical concepts ofimplicit andexplicit
constraints. Indeed, we have chosenql andqc as generalized variables. This choice
led us to the Lagrange equations for electrical circuits, byassuming that a set of al-
gebraic relations, coming from Kirchoff’s equations and the constitutive equations for
resistors and sources, was satisfied. This is a set ofimplicit constraints between the
electrical variables, allowing us to express them in terms of the generalized variables.
This is similar to the implicit mechanical constraints relating the absolute positions
and orientations to the generalized joint variablessm.

The new set of algebraic relations 3.147 and 3.148 comes fromthe same Kirchoff’s
equations and constitutive equations but only appears withspecific structure of the
electrical circuit. They can be considered asexplicit constraintson the generalized
variables. Once again, they are similar to the explicit kinematic constraints existing
for closed-loop multibody systems.

Because of these explicit constraints, the generalized variablesse are not indepen-
dent anymore and the number of d.o.f. is lower thanl + c.

Deriving 3.147 with respect to time, the constraints may be rewritten as:

Jeṡe = f (t) (3.149)

whereJe is the Jacobian of the constraints andf(t) explicitly takes into account the
variation of sources value with respect to timet.

Similarly to what happens in mechanics, a supplementary term has to be consid-
ered in equation 3.137, which becomes:

d

dt

(
∂W ∗

m

∂ṡe

)
+

(
∂We

∂se

)
− Qe = JeT

λe (3.150)
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This can be proved from a purely mathematical reasoning identical to the one
proposed by Willems [24, 76] for multibody systems. Indeed,when deriving the
equations of motion 3.137, the virtual variations in charges δq have been assumed
compatible with the implicit constraints. Assuming now that the generalized virtual
chargesδse are compatible with the explicit constraints, we can write:

Jeδse = 0 (3.151)

Separating the variables into dependentse
v and independent onesse

u, we can apply
the same mathematical reasoning proposed by Willems [76] for mechanical systems.

From a physical point of view, theJeT

λe have the dimension of a voltage drop.
Physical insight of theλe will be discussed in the following example.

Example Figure 3.11 shows a simple circuit which obviously involvesa constraint
since two inductors are serially connected.

V

L1

uR

uL1

iS

iR

iL2

uL3

iL1 iL3L2

L3

R

uL2

Figure 3.11: Example of circuit with constraint

The generalized variables are

se =




qL1

qL2

qL3


 (3.152)

From 3.111, the magnetic co-energyW ∗
m can be easily computed as

W ∗
m =

1

2
L1q̇

2
L1 +

1

2
L2q̇

2
L2 +

1

2
L3q̇

2
L3 (3.153)

and the electrical energyWe equals 0 since the system does not contain capacitors.
Kirchoff’s equations are easily obtained for such a system:

q̇L1 = q̇S

q̇L1 = q̇R + q̇L2

q̇L3 = q̇L1

V = uL1 + uL2 + uL3

uL2 = uR

(3.154)
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The third current equation corresponds to a constraint between the generalized
variables

q̇L3 − q̇L1 = 0 (3.155)

The corresponding Jacobian is

Je =
(
−1 0 1

)
(3.156)

The equations of motion 3.150 becomes for this circuit

L1q̈L1 − V + R (q̇L1 − q̇L2) = −λe

L2q̈L2 − R (q̇L1 − q̇L2) = 0
L3q̈L3 = λe

(3.157)

Together with the constraint 3.155, equations 3.157 constitute the set of equations
to be solved for simulating the behavior of the circuit.

The Lagrange multiplierλe can be eliminated and the constraint replaced and one
get the final equations of motion

(L1 + L3)q̈L3 − V + R (q̇L3 − q̇L2) = 0
L2q̈L2 − R (q̇L3 − q̇L2) = 0

(3.158)

if qL2 andqL3 are chosen as independent generalized variables, which canbe rewritten
as

(L1 + L3)
diL3

dt
− V + R (iL3 − iL2) = 0

L2
diL2

dt
− R (iL3 − iL2) = 0

(3.159)

if we use the classical electrical variablesiL2 andiL3.
In this example, the Lagrange multiplierλe = L3q̈L3 represents the voltage drop

across inductorL3. ReplacingL3 by a voltage source of valueλe transform the initial
system into a non-constrained electrical circuit.

Note: This interpretation of the Lagrange multipliers is possible for constraints aris-
ing from Kirchoff’s current laws. When considering a loop of capacitors and voltage
sources, the associated Lagrange multiplier will have the dimensions of a current and
must be equal to 0. Similar situations exist in mechanics when considering the con-
tact between two rigid surfaces [15].

3.3.2.6 Flux Formulation

This is the dual case of the formulation in terms of virtual variations in charge.
Starting from the formulation with variations in terms of fluxes 3.114, we can

separate different terms:

iT δϕ = il
T

δϕl + ic
T

δϕc + ir
T

δϕr + is
T

δϕs (3.160)
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Following a similar strategy as for the charges formulation, the two first terms of
3.160 may be rewritten as:

icT δϕc = d
dt

(
qcT

δϕc
)
−

(
∂W∗

e

∂uc

)T

δuc

ilT δϕl =
(

∂Wm

∂ϕl

)T

δϕl
(3.161)

The generalized coordinates that we chose are the flux associated with inductorsϕl

and capacitorsϕc:

se =

(
ϕl

ϕc

)
(3.162)

Applying manipulations similar to those applied for the charges formulation, we
obtain the final dynamic equation as:

d

dt

(
∂W ∗

e

∂ṡe

)
+

(
∂Wm

∂se

)
+

(
∂ϕ̇r

∂ṡeT

)T

ir +

(
∂ϕ̇s

∂ṡeT

)T

is

︸ ︷︷ ︸
,−Ie(ṡe,isi)

= 0 (3.163)

whereIe is defined as thegeneralized currentsby analogy with the generalized volt-
agesQe.

Note: In the linear case, equation 3.163 becomes,
(

d
dt

(Cϕ̇c)

L−1ϕl

)
+ I

e
(
ṡ

e
, i

si
)

= 0 (3.164)

DefiningLe
bis , W ∗

e − Wm, we get the Lagrange equations for electrical circuits
in terms of flux variations:

d

dt

(
∂Le

bis

∂ṡe

)
− ∂Le

bis

∂se
− Ie

(
ṡe, isi

)
= 0 (3.165)

Constraints can be considered similarly to what was done forthe charges formu-
lation. The Lagrange multipliersλe, associated with the flux formulation, have the
dimensions of a current.

Example Applied to the RLC filter from figure 3.10, this flux formulation leads to

d
dt

(Cϕ̇C) + 0 − iR1 + iR2 + 0 = 0
0 ϕL

L
− iR1 + 0 + 0 = 0

(3.166)

Using Kirchoff’s current law to express these equations in terms of the generalized
variables, we get

Cϕ̈C +
(

1
R1

+ 1
R2

)
ϕ̇C + ϕ̇L

R1
− V

R1
= 0

ϕL

L
+ ϕ̇C

R1
+ ϕ̇L

R1
− V

R1
= 0

(3.167)
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Usingϕ̇C = uC and ϕL

L
= iL, we get in matrix form

( L
R1

0
L
R1

C

)(
diL

dt
duC

dt

)
+

(
1 1

R1

0 1
R1

+ 1
R2

) (
iL
uC

)
+

( −V
R1
−V
R1

)
= 0 (3.168)

which is the classical dynamic model of the RLC circuit (equivalent to equations 3.146
obtained with the charge formulation).

3.3.2.7 Discussion

We have explicitly developed the Virtual Work Principle on electrical systems in
order to draw a parallel with the mechanical virtual work developments at different
stages of the computations:

• Similar concepts ofimplicit andexplicit constraints exist in mechanics as well
as when considering electrical circuits

• From a computation point of view, the manipulations are verysimilar and based
on the same methods. This can be observed when obtaining the generalized
terms associated with the Lagrange multipliersλe and the JacobianJe.

• Generalized forcesQnc are equivalent to generalized voltagesQe and general-
ized currentsIe.

• The final equations can be written under Lagrange form in bothcases, allowing
for an automatic unification of the equations when considering electromechan-
ical systems, as will be seen in the following section.

Nevertheless, the Virtual Work Principle, applied to electrical circuits, suffers from
several disadvantages:

• First, physical insights is lost when analytically definingchargesqk for every
element in the circuit.

• Second, in the case of electrical systems, the virtual work equations are ex-
pressed in terms of non measurable quantities (charges or fluxes). It is much
more easier to consider voltages and currents when working with electrical cir-
cuits, and we showed with the RLC example that both Virtual Work Principles,
in terms of charges and fluxes, lead to the same equations in terms of voltage
drops across capacitorsuc and currents through inductorsil; which are classi-
cally used in circuit theory.

• Third, this technique involves multiple summations and partial derivatives. Con-
sequently, like in mechanics, its efficiency can be called into question when
considering circuits with many elements.

• A last practical disadvantage of the Virtual Work Principleis related to the order
of the generated equations. For the charge formulation presented in details here,
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the capacitor chargesqc only appear with their first derivative while the inductor
chargesql appear with their second time derivative (see equation 3.138). For the
flux formulation, the dual case exist with the fluxes of inductorsϕl appearing
with their first derivative and the fluxes of the capacitorsϕc with their second
derivative. It is of course possible to predict, by examination of the system,
the order of the final equations and the latter can be systematically rewritten
as first order differential equations in terms of more classical variablesuc and
il, but this requires supplementary manipulations of constitutive equations and
Kirchoff’s laws, which were already exploited. The same equations are used
twice.

Let us mention that other authors, like Schlacher [64], formulate the electrical
equations on the basis of power functions an obtain an interesting formulation in terms
of classical variablesuc andil but they do not get the Lagrange form of the equations
and electromechanical interaction is not so obvious.

3.3.3 Virtual Work for Electromechanical Systems

Virtual work theory applied to multibody systems and electrical circuits is sum-
marized in table 3.4, under the form of Lagrange equations. Adirect analogy exists
between both fields of application.

Multibody systems Electrical Circuits

Generalized
coordinates

sm (e.g. joint coordinates) se =

(
ql

qc

)

Unconstrained
systems

d
dt

(
∂Lm

∂ṡm

)
− ∂Lm

∂sm − Qnc = 0

with Lm = T − U

d
dt

(
∂Le

∂ṡe

)
−

(
∂Le

∂se

)
− Qe = 0

with Le = W ∗

m − We

Constrained
systems

d
dt

(
∂Lm

∂ṡm

)
− ∂Lm

∂sm − Qnc = JmT
λm d

dt

(
∂Le

∂ṡe

)
−

(
∂Le

∂se

)
− Qe = JeT

λe

Table 3.4: Summary of the mechanical and electrical Lagrange equations

When electromechanical systems are considered, we assembleboth formalisms by
first defining the generalized variables as:

s =

(
sm

se

)
(3.169)

Using developments similar to those presented before, we get the following equa-
tions:

d

dt

(
∂Lem

∂ṡ

)
−

(
∂Lem

∂s

)
− Γ = 0 (3.170)

with theelectromechanical Lagrangian: Lem = Lm + Le = T + W ∗
m −U −We and

the generalized terms asΓ = Qnc + Qe.
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The Lagrange equations of electromechanical systems can beseparated into two
subsets of equations:

d

dt

(
∂Lem

∂ṡm

)
−

(
∂Lem

∂sm

)
− Γm = 0 (mechanical equations) (3.171)

d

dt

(
∂Lem

∂ṡe

)
−

(
∂Lem

∂se

)
− Γe = 0 (electrical equations) (3.172)

Looking at the electrical equations and at the definition of the mechanical La-
grangianLm = T − U and of the kinetic and potential energies, it is obvious thatthe
LagrangianLm will never be functions of the electrical generalized variablesse, and
the above electrical equations reduce to 3.137.

In the case of linear constitutive equations, equations 3.138 apply with the elec-
trical parameters function of the mechanical positions andvelocities:usu(t, sm, ṡm),
isi(t, sm, ṡm), R(sm), L(sm) andC(sm). For example, the first time derivatives of
the inductance matrixL is non zero and can be related to the mechanical velocities
ṡm:

dL

dt
=

(
∂L

∂sm

)T

ṡm (3.173)

Looking at the mechanical equations, assuming that these dependencies are purely
at position level:W ∗

m = W ∗
m(sm, t) andWe = We(s

m, t), supplementary terms in
the mechanical equations take the form of electromechanical generalized forcesQem

Qem =
∂W∗

m

∂sm − ∂We

∂sm (Charge formulation) (3.174)

From a mechanical point of view, the electromechanical converter can be consid-
ered as an additional force source, similar to a spring or a damper, characterized by a
more complex constitutive equation.

Note: Associated with the flux formulations are the derivative of the capacitance
matrix dC

dt
and the generalized electromechanical forces

Qem =
∂W∗

e

∂sm − ∂Wm

∂sm (Flux formulation) (3.175)

wherese =

(
ϕl

ϕc

)
.

This shows us that the electromechanical interaction taking place between the me-
chanical and the electrical subsystems does not affect the structure of the equations
describing their behavior. The latter can thus be written independently and properly
coupled afterwards. This will be discussed in more details in the second part of this
text.

In [26], Hadwich and Pfeiffer did propose to consider the electromechanical inter-
action as a supplementary constraint between the mechanical and electrical domain.
In their formalism, the electrical parameters, for exampleC, are considered as sup-
plementary generalized variables and their dependency with respect to the mechanical
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variables is expressed as a constraint, for exampleC = C(sm) where the capacitor
C is part of the generalized variables. From our point of view,considering electrical
parameters as function of other variables is not a problem and the technique proposed
by Hadwich and Pfeiffer seems artificial.

Example: Condensator speaker The Virtual Work Principle can be applied to ob-
tain the dynamic equations for the condensator speaker of figure 3.1.

Looking at the mechanical subsystem, the kinematic energyT and the potential
energyV are:

T = m5ẋ2

2

V = k6(r0+x−l6)
2

2

(3.176)

Assuming that the spring is unstretched whenx = 0, the potential energy be-
comes:

V =
k6x

2

2
(3.177)

The mechanical generalized forces are given by:

Qm = d6ẋ + m5g (3.178)

Looking at the electrical subsystem, the magnetic co-energy W ∗
m and the electrical

energyWe are:
W ∗

m = L3q̇L

2

We =
q2

C

2C2(x)

(3.179)

The electrical generalized voltages are given by:

Qe = −uR1 + E4 (t) = −R1iL + E4 (t) (3.180)

We have a constraint between the electrical variables because of the serial connec-
tion of the inductor and the capacitor:

q̇L = q̇C (3.181)

Combining all these terms and considering the generalized variables

sT =
(

x qL qC

)
(3.182)

the equations of motion are:





d
dt

(m5ẋ) + k6x − q2
C

2C2
2
(x)

dC2(x)
dx

= −d6ẋ − m5g
d
dt

(L3iL) = −R1iL + E4 (t) + λ
qC

C2
= 0 − λ

q̇L = q̇C

(3.183)

⇔





d
dt

(m5ẋ) + k6x − q2
C

2C2
2
(x)

dC2(x)
dx

= −d6ẋ − m5g
d
dt

(L3iL) + qC

C2
= −R1iL + E4 (t)

q̇L = q̇C

(3.184)
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One can get the final equations of motion for the global systemas:





d
dt

(m5ẋ) + k6x + d6ẋ − 1
2

dC2(x)
dx

(
E4 (t) − R1 · iL − d

dt
(L3iL)

)2
= −m5g

iL = dC2

dx
dx
dt

(
− d

dt
(L3iL) − R1iL + E4(t)

)

+C2(x) d
dt

(
− d

dt
(L3iL) − R1iL + E4(t)

)

(3.185)
These equations are equivalent to 3.6 and 3.18 respectivelyobtained with the bond

graph and linear graph approaches.

3.4 Conclusions

Several unified theories have been proposed and discussed onthe basis of a simple
example, for which all approaches are adequate. Nevertheless, as soon as large and
complex systems are considered, the unified theories sufferfrom the concept of one
formulation for all the fields of physics and are either not applicable, or inefficient:

• Bond graphs would require much more developments in order tobe applied
to 3D multibody dynamics: constraints at velocity level, absolute coordinates,
frame dependent vectors, complex structure, causality assignment, etc. are the
main issues.

• Linear graph have shown interesting features both for electrical and mechanical
multibody systems, but when considering large systems, itsefficiency can be
called into question, with respect to intrinsically recursive approaches18.

• Virtual Work Principle provides an interesting framework for constraint consid-
eration and reduction but still remains inefficient becauseof the multiple sum-
mations and partial derivatives involve in the computations. This is especially
true when modeling large MBS as in this work. Moreover, physical insight is
lost when considering electrical circuits.

Let us point out that although reduction procedures from DAEs to ODEs can be
applied to the equations obtained with the different unifiedapproaches, we believe
that equational approaches, such as the Virtual Work Principle, are more naturally
followed by these additional manipulations of the equations.

The in depth confrontation presented here lead us to a dead-end since neither block
diagrams nor strategies based on modeling languages or unified theories are fully sat-
isfactory for building multidomain models for the applications aimed in this research.
Therefore, in the second part of this thesis, we will proposea new strategy applicable
to large and complex electromechanical multibody systems.

It was nevertheless a good learning experience and interesting to deeply investigate
different approaches. This type of work is currently rare inliterature.

18Although Linear graph theory does not preclude it, as far as we know, current implementations do not
consider recursive formulation.
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Abstract
In the first part of this thesis, we have presented and discussed most of the existing
theories and strategies for modeling electromechanical systems and we highlighted
the disadvantages of these techniques when dealing with large and complexmultibody
systems coupled with electromechanical converters. From our point ofview, today’s
techniques are not fully satisfactory for modeling such systems efficiently.
In the second part of this thesis, we therefore propose a new approach in which the
models for the different parts of the system are generated separately and symbolically
by means of optimal dedicated formalism, and coupled afterwards in a global symbolic
model.
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Abstract
In section 3.3.3, we have shown that the electromechanical interaction does not affect
the structure of the dynamic equations describing the behavior of the electrical and
mechanical submodels, which may thus be generated separately. Nevertheless, their
coupling have to be achieved rigorously and evaluation of the equations has to be done
according to a specific sequence.
In this chapter, we will develop the dedicated formalism that were chosen for their
efficiency when implemented symbolically:

• For mechanical multibody systems, we use the well-known Newton-Euler Re-
cursive formalism [40]. This formalism is based on the Newton and Euler
equations, but the use of joint coordinates and recursive procedures makes it
more efficient than classical techniques based on absolute coordinates, when
large systems (more than 5 to 7 d.o.f.) are considered. Moreover it iswell
suited to symbolic implementation [16]. The mechanical coordinate partition-
ing technique [75] will also be presented.

• For electrical circuits, we propose a formalism based on circuit theory,allow-
ing for automatic analytical detection of the constraints, which can be automat-
ically eliminated, using an “electrical coordinate partitioning” method inspired
from the mechanical coordinate partitioning [75].

The coupling of the models obtained with these formalisms is discussed in the last
section of this chapter.
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4.1 MBS - Newton-Euler Recursive Formalism

The Newton-Euler recursive (NER) formalism [40] is one of the most efficient
techniques to generate the equations of motion of multibodysystems (MBS), when
considering applications with many degrees of freedom (d.o.f.). Together with a re-
cursive formulation, the use of relative joint coordinatesmakes it more efficient than
Newton-Euler formalisms expressed in terms of absolute coordinates, although the
equations are more complex [16].

The equations resulting from the Newton-Euler Recursive formalism are identical
to 3.86 obtained from the Virtual Work Principle for unconstrained system [16], mean-
ing that the Lagrange multiplier technique can still be usedafterwards for expressing
the constraints generalized forces and thus for constraints elimination.

The Newton-Euler recursive formalism can be used to obtain the semi-explicit
form of the equations for tree-like multibody systems [56]:

M(sm)s̈m + c(sm, ṡm, Fext, Lext, g) = Q (4.1)

which is strictly equivalent to equation 3.86, but whose computer generation of the
left-hand term is far more straightforward, thanks to the use of recursive computa-
tions and joint coordinates. It uses forward and backward recursive computations, as
illustrated in figure 4.1:

forward
kinematic
computations

backward
dynamic
computations

Figure 4.1: Forward kinematics and backward dynamics

• a forward kinematics computation of the position, velocityand acceleration vec-
tors, is conducted from the root of the tree to the leaf bodies,

• a backward dynamics computation of the forces and torques oneach body, is
conducted from the leaf bodies to the root.

A particular procedure must be achieved to extract the system mass matrix recur-
sively [16].
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4.1.1 Forward kinematics

j

body i

dz

hi

O
i

O
j

O’
i

O’
j

ùi

pi

O
h O’

h

ph

body h

ùh G
i

xi g

dz

ii

Figure 4.2: Forward kinematics

Let us consider1, in figure 4.2, a rigid bodyi carried by parent bodyh via joint i.
For bodyi, we can write:

• Absolute position vectors:

pi = ph + dhi
z , for the attach pointOi on bodyh,

xi = pi + dii
z , for the center of mass of bodyi,

(4.2)

• Absolute velocities vector:

- angular
ωi = ωh + Ωi = ωh + ϕiṡm

i (4.3)

- linear
ṗi = ṗh + ω̃

h · dhi
z + ψhṡm

h

ẋi = ṗi + ω̃
i · dii

z + ψiṡm
i

(4.4)

1All the quantities represented in this figure have been defined in chapter 2.
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• Absolute accelerations vector:

- angular
ω̇i = ω̇h + ω̃

i · ϕiṡm
i + ϕis̈m

i (4.5)

- linear

p̈i = p̈h +
(

˜̇ωh
+ ω̃

h · ω̃h
)
· dhi

z + 2ω̃h · ψhṡm
h + ψhs̈m

h

ẍi = p̈i +
(

˜̇ωi
+ ω̃

i · ω̃i
)
· dii

z + 2ω̃i · ψiṡm
i + ψis̈m

i

(4.6)

In order to obtain the dynamic equations in a compact form, itis convenient to
define the following quantities:

βi
, ˜̇ωi

+ ω̃
i · ω̃i

αi , p̈i + 2 ω̃
i · ψiṡm

i + ψis̈m
i − g

(4.7)

whereg denotes the gravity vector.
Using 4.6, we can write the second relation of 4.7 in a recursive manner:

αi = αh + βh · dhi
z + 2ω̃i · ψiṡm

i + ψis̈m
i (4.8)

Note that, from 2.1 and 2.19,dhi
z is related to the joint coordinatesm

i as follows

dhi
z = dhi + sm

i ψi (4.9)

In order to express the mass matrix in the semi-explicit form4.1, we need to isolate
the generalized accelerationss̈m in the recursive equations 4.5, 4.7 and 4.8 by splitting
up theω̇i, βi andαi quantities as follows, since we know from 4.5 and 4.6 that the
accelerations̈sm will appear linearly inω̇i andαi:

ω̇i =
∑
k≤i

Oik
M s̈m

k + ω̇i
c

βi =
∑
k≤i

Bik
M s̈m

k + βi
c

αi =
∑
k≤i

Aik
M s̈m

k + αi
c

(4.10)

where
∑
k≤i

represents the summation over bodyi and its ancestors2.

The recursive computation of the previous equations can then be performed, start-
ing at the root of the tree, using the following algorithms, where we transformed all
the expressions into their matrix forms by expressing all vectors and tensors in their
appropriate frame, usually the body-fixed frame3:

2Although inequality signs is used here, it does not refer explicitly to an ordering in the mathematical
sense (i < j means thati is ancestor ofj).

3For example,ψi =
[
X̂

i
]T

ψi, zh =
[
X̂

h
]T

zh,...
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Initialization

α0
c = −g ; ω0 = 0 ; ω̇0

c = 0 ; Oik
M = 0 ; Aik

M = 0(
∀i = 0 : N body,∀k = 0 : i

) (4.11)

Recursion
For i = 1 : N body

h = inbody(i)
ωi = Rihωh + ϕiṡm

i

ω̇i
c = Rihω̇h

c + ω̃iϕiṡm
i

βi
c = ˜̇ωi

c + ω̃iω̃i

αi
c = Rih

(
αh

c + βh
c dhi

z

)
+ 2ω̃iψiṡm

i

(4.12)

Fork = 1 : i

Oik
M = RihOhk

M + δkiϕi

(Bik
M = Õik

M )

Aik
M = Rih

(
Ahk

M + Õhk
M dhi

z

)
+ δkiψi

(4.13)

with δki = 1 if k = i, and 0 otherwise
end

end.

4.1.2 Backward dynamics

According to the Newton equation of motion 2.33 and using thedefinition 2.30 of
the linear momentumNi, the translational vector equation of motion of bodyi is

Fi −
∑

j∈i

Fj + Fi
ext + mig = miẍi (4.14)

whereFi, defined in section 2.1.5, represents the resultant force acting on bodyi
through jointi, evaluated at the connection pointOi (see figure 4.3),Fi

ext is the ex-
ternal resultant force applied to the center of massGi of bodyi (except the gravityg),
and

∑
j∈i refers to all the children of bodyi (j andk in figure 4.3).

Using equation 4.6 and the definitions 4.7, we can write the Newton equation of
motion as

Fi =
∑

j∈i

Fj − Fi
ext + mi

(
αi + βi · dii

z

)
(4.15)

or equivalently

Fi =
∑
j∈i

Fj + Wi

with Wi , mi
(
αi + βi · dii

z

)
− Fi

ext

(4.16)
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body :i m , I
i i

dz
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Figure 4.3: Backward Dynamics

Similarly, the Euler rotation equation 2.35 of motion of body i with respect to its
center of massGi can be written as

Li =
∑

j∈i

(
Lj + d̃ij

z · Fj
)

+ d̃ii
z · Wi − Li

ext + Ii · ω̇i + ω̃
i · Ii · ωi (4.17)

where, according to 2.22 and 2.19,dii
z = dii + sm

i ψi.

Equations 4.16 and 4.17 can be recursively computed from theleaf bodies to the
base (backward computation). In order to get the mass matrixM , we have to isolate
the contribution of each generalized accelerations̈m

k :

Fi =
∑
k

Fik
M s̈m

k + Fi
c (a)

Wi =
∑
k

Wik
M s̈m

k + Wi
c (b)

Li =
∑
k

Lik
M s̈m

k + Li
c (c)

(4.18)

By transforming all the equations into matrix form, we get the backward recursive
algorithm detailed below. Note that the external forcesFi

ext and torquesLi
ext are

assumed to be given by their components in the body-fixed frame
{
X̂i

}
.
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Recursion
For i = N body : 1

W i
c = mi

(
αi

c + βi
cd

ii
z

)
− F i

ext

F i
c =

∑
j∈i

RijF j
c + W i

c

Li
c =

∑
j∈i

(
RijLj

c + d̃ij
z RijF j

c

)
+ d̃ii

z W i
c − Li

ext + Iiω̇i
c + ω̃iIiωi

(4.19)

Fork = 1 : i

W ik
M = mi

(
Aik

M + Oik
Mdii

z

)

F ik
M =

∑
j∈i

RijF jk
M + W ik

M

Lik
M =

∑
j∈i

(
RijLjk

M + d̃ij
z RijF jk

M

)
+ d̃ii

z W ik
M + IiOik

M

(4.20)

end
end.

Theith joint equation is then obtained by projecting the vector equations of motion
4.18 (a) and (c) in the motion space, leading to

Qi =
(
ψi

)T
F i +

(
ϕi

)T
Li (4.21)

for the forces and torques, together with

ci =
(
ψi

)T
F i

c +
(
ϕi

)T
Li

c

M ij =
(
ψi

)T
F ij

M +
(
ϕi

)T
Lij

M

(4.22)

for the acceleration terms.
Finally, theith equation of motion may be written in matrix form as

∑

j

M ij s̈m
j + ci = Qi, for i = 1 : N body (4.23)

These equations of motion are fully equivalent to those obtained from the Virtual
Work Principle 3.86 [16]. Because of this equivalence, we can assert that the general-
ized mass matrixM is symmetric and positive definite, although the recursive nature
of the previous scheme makes it difficult to show. The same equivalence can also be
used to justify the use of Lagrange multipliers technique for the system 4.23, when
considering constrained systems.

The Newton-Euler recursive formalism was implemented in the Robotran sym-
bolic software as explained in chapter 5.
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4.1.3 Coordinate partitioning for MBS systems

When the mechanical subsystem is constrained, according to the Lagrange multi-
plier theory, the motion equation may be rewritten as 3.97:

M(sm)s̈m + c(sm, ṡm, Fext, Lext, g) = Q + JmT

λm

h(sm, t) = 0
(4.24)

whereh represents the holonomic constraints whileJm is the Jacobian associated with
these constraints. For simplicity of the presentation, we ignore the non-holonomic
constraints, although they can easily be introduced, in addition to the holonomic con-
straint at velocity (̇h) and acceleration (̈h) levels.

The reduction from 4.24 to a purely ODE system can be obtainedby means of
the coordinate partitioning method [75, 56]. Assuming thatwe haven generalized
variablessm andm holonomic constraints, the array of generalized variablessm can
be partitioned4 as

sm =

(
sm

u

sm
v

)
(4.25)

wheresm
u represents then − m independent variables, while sm

v represents them
dependent variables.

The Jacobian matrixJm is also partitioned into

Jm =
(

Jm
u Jm

v

)
(4.26)

whereJm
v is a squarem by m matrix. In this work, we assume that the constraints are

independent and the matrixJm
v is non singular5.

Them Lagrange multipliersλm can be eliminated from the equations 4.24, leav-
ing a system ofn − m differential equations in then − m unknownssm

u and their
derivatives. For this purpose, the generalized mass matrixM and the vectorc are also
partitioned:

(
Muu Muv

Mvu Mvv

) (
s̈m

u

s̈m
v

)
+

(
cu

cv

)
=

(
Qu

Qv

)
+

(
JmT

u

JmT

v

)
λm (4.27)

Since the matrixJm
v is non singular, one obtains by eliminating the unknownsλm

from the second set of equations

(
Muu Muv

) (
s̈m

u

s̈m
v

)
+ BT

vu

(
Mvu Mvv

) (
s̈m

u

s̈m
v

)
+ cu + BT

vucv

= Qu + BT
vuQv (4.28)

where
Bvu , − (Jm

v )
−1

Jm
u (4.29)

4with possible reordering.
5This is the case most of the time, althoughsingular configurations may exist for particular structure

of the multibody system. In such situations, new sets of dependent and independent variables have to be
considered.
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Then partitioning the first and second derivatives of the constraintsh (sm, t) = 0:

(
Jm

u Jm
v

) (
ṡm

u

ṡm
v

)
+ ∂h

∂t
= 0

(
Jm

u Jm
v

) (
s̈m

u

s̈m
v

)
+

(
J̇ + ∂2h

∂t∂smT

)
ṡm + ∂2h

∂t2
= 0

(4.30)

we obtain the generalized velocities and accelerationsṡm
v and s̈m

v respectively ex-
pressed in terms of the independent velocitiesṡm

u and accelerations̈sm
u :

ṡm
v = Bvuṡm

u − (Jm
v )

−1 ∂h
∂t

s̈m
v = Bvus̈m

u − (Jm
v )

−1
b

with b =
(
J̇ + ∂2h

∂t∂smT

)
ṡm + ∂2h

∂t2

(4.31)

The latter can be eliminated from the differential equations of motion, producing
thereducedsystem

Mred(s
m, t)s̈m

u + cred(s
m, ṡm

u , Fext, Lext, g, t) = Qred (4.32)

where
Mred = Muu + MuvBvu + BT

vuMvu + BT
vuMvvBvu

cred = cu + BT
vucv −

(
Muv + BT

vuMvv

) (
J−1

v

)
b

Qred = Qu + BT
vuQv

(4.33)

The algebraic constraints still have to be solved in order toeliminate the dependent
variablessm

v from 4.32. Because of the non-linearity of these relations,this cannot be
done analytically and a numerical procedure is required. For example the Newton-
Raphson algorithm can be used, which requires the Jacobian matrix Jm that can be
obtained from recursive computations.

After this numerical elimination, we obtain the set of purely algebraic differential
equations as was announced by 3.98:

Mr(s
m
u , t)s̈m

u + cr(s
m
u , ṡm

u , Fext, Lext, g, t) = Qr (4.34)

The flowchart of a numerical integration scheme of system 4.34 is shown in figure
4.4.

In opposition with the classical Newton/Euler procedure, the proposed method
does not compute the constraint forces. In some cases, we maybe interested in these
forces. They can be computed afterwards, knowing the motionof the system, by
means of the Lagrange multipliers since they replace the constraint forces in our dy-
namical model. From the previous elimination scheme, we canisolate theλm as

λm =
(
(Jm

v )
T
)−1 (

(Mvu + MvvBvu) s̈m
u + cv − Qv − Mvv (Jm

v )
−1

b
)

(4.35)

which allows us to compute the constraint forces [56].



4.2. ELECTRICAL CIRCUIT THEORY BASED FORMALISM 99

Figure 4.4: Mechanical Coordinate Partitioning and Integration Scheme

This coordinate partitioning procedure was also implemented in Robotran. Al-
though solving the constraints requires a numerical procedure, the latter can be “em-
bedded” within the symbolic model and a “quasi” fully-symbolic6 generation of the
equations is thus possible [49].

4.2 Electrical Circuit Theory based Formalism

Based on the same starting equations as for the Virtual Work Principle, Kirchoff’s
laws and constitutive equations, this circuit theory basedformalism will lead to similar
equations expressed in terms of voltages and currents, instead of charges or fluxes that
suffer from physical insights, as discussed in section 3.3.2.

4.2.1 Unconstrained Circuit

Each elementk of the circuit is characterized by the currentik flowing through it,
the voltage dropukk between its starting and end nodes and a constitutive equation
relating these two variables. For a network containingNel elements,2Nel variables
have to be determined at each step of computation. Part of these variables, more pre-
cisely the currents through the inductorsil and the voltage drops across the capacitors
uc, will appear with their first time-derivative in the constitutive equations of the in-
ductors and capacitors. They will be called thestate variables7, denotedw:

wT =
(

il
T

ucT
)

(4.36)

6The Newton-Raphson is a numerical iterative procedure, but the required quantities (Jacobian, con-
straints, etc.) are computed with symbolic equations and benefit of all the corresponding simplifications.

7in the sense of state-space representation of systems
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The other variables are thealgebraic variables, appearing only in purely algebraic
relations, and denotedy:

yT =
(

is
T

ir
T

usT

urT

ulT ic
T

)
(4.37)

For a circuit withs sources,r resistors,l inductors andc capacitors, we will have
Nel + s + r algebraic variables andl + c state variables.

Considering linear dipoles, the constitutive equations ofsources and resistors,
given in section 2.2 are algebraic relations of the general form:

akik + bkuk = zk (4.38)

where,





ak = 0, bk = 1 for a voltage source with valuezk

ak = 1, bk = 0 for a current source with valuezk

ak 6= 0, bk 6= 0 andzk = 0 for resistor

In this last case, whenbk is set to -1,ak is equal to the electrical resistanceRk of
the resistor.

Together with Kirchoff’s laws 2.40 and 2.41, resistances and sources constitutive
equations 4.38 form a set ofNel + s + r pure algebraic relations between the cur-
rents and voltages. They will form thealgebraic systemof equations, expressing the
algebraic variables in terms of the state variables:

Ay = Bw + Cz (4.39)

The linear constitutive equation of inductors is a differential equation, given in
section 2.2:

ul =
d

(
Lil

)

dt
+

dϕp

dt
(4.40)

Similarly, the linear constitutive equation of the capacitors was given in section
2.2 as:

ic =
d (Cuc)

dt
(4.41)

Combining equations 4.40 and 4.41 we can write a system ofl + c differential
equations, called thedynamic systemof equations:

d (Mew)

dt
= wd +

d

dt

(
ϕp

0

)
(4.42)

In equation 4.42 ,Me =

(
L 0
0 C

)
. To keep the parallelism with the mechanical

formalisms,Me is denoted theelectrical mass matrix, which is symmetric since the
inductance and capacitance matricesL andC are symmetric. The arraywd contains
the subset of algebraic variables appearing in 4.40 and 4.41:

wd =

(
ul

ic

)
= Dy (4.43)
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System 4.42 can be rewritten as:

Meẇ = Ew + Dy + Υ (4.44)

with E = −dMe

dt
andΥ = d

dt

(
ϕp

0

)
. For pure electrical circuits, the electrical

mass matrixMe can be considered as constant andE vanishes. In this work, we are
interested in modeling electromechanical converters and matrix Me becomes function
of mechanical variables varying with time; accordingly,E has to be taken into account
in 4.44.

Note: Equations 4.39 and 4.44 are also used by Dan Telteu [71] who works on
the modeling of power electronic circuits involving switches. In his research, the
electrical parameters are constant and matrixE vanishes. However, according to the
switches configuration, the topology of the circuit varies, while being considered as
fixed in the present text.

When matrixA is full rank, it is possible to solve the algebraic system 4.39 with
respect toy. The corresponding solution

y = A−1 (Bw + Cz) (4.45)

can be replaced inside 4.44, and the final set of ODEs is obtained as

Meẇ =
(
E + DA−1B

)
w + DA−1Cz + Υ (4.46)

At this stage, we can deduce some properties of the “electrical mass matrix”.
Looking at the energy stored in capacitorsW ∗

e (= We since we consider linear el-
ements) and inductorsW ∗

m (= Wm), we can write:

W ∗
m + W ∗

e =

∫ il

0

ϕlT dil +

∫ uc

0

qcT

duc (4.47)

=
1

2
il

T

Lil + ϕpT

il +
1

2
ucT

Cuc (4.48)

which can be rewritten

W ∗
m + W ∗

e =
1

2
wT Mew + ϕpT

il (4.49)

Suppose that the magnets are not present in the circuit, expression 4.49 reduces to

W ∗
m + W ∗

e =
1

2
wT Mew (4.50)

and sinceW ∗
m + W ∗

e ≥ 0, we must have

1

2
wT Mew ≥ 0 (4.51)

where the equality is only satisfied forw = 0. The latter guarantees us thatMe is
symmetric positive definite, like the mass matrixM of mechanical MBS. Introducing
magnets does not influence theMe matrix, which always satisfies 4.51.
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Example The described procedure will be illustrated with the RLC filter of figure
4.5. In this example, we will assume constant electrical parameters andE vanishes.

C

V

LR1

R
2

uR1

uR2

u
L

uC

iS

iR1

iR2

i
L

iC

Figure 4.5: Example circuit: RLC filter

In this case, the arrays of variables are

wT =
(

iL uC

)
(4.52)

yT =
(

is iR1 iR2 us uR1 uR2 uL iC
)

(4.53)

z = V (4.54)

On the basis of Kirchoff’s equations

iS = iR1

iR1 = iL
iL = iR2 + iC
V = uR1 + uL + uR2

uR2 = uC

(4.55)

and the resistors and sources constitutive equations, the matricesA, B andC appear-
ing in the algebraic system of equations 4.39 are constructed,

A =




1 −1 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 1
0 0 0 −1 1 1 1 0
0 0 0 0 0 1 0 0
0 R1 0 0 −1 0 0 0
0 0 R2 0 0 −1 0 0
0 0 0 1 0 0 0 0




B =




0 0
1 0
1 0
0 0
0 1
0 0
0 0
0 0




C =




0
0
0
0
0
0
0
1




Matrix Me is given byMe =

(
L 0
0 C

)
, while matrix

D =

(
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1

)
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Solving the algebraic system fory and replacing the solution in the dynamic sys-
tem of equations, the final dynamic equations for this simpleexample are:

(
L 0
0 C

)(
diL

dt
duC

dt

)
+

(
R1 1
−1 1

R2

)(
iL

uC

)
+

(
−V
0

)
= 0 (4.56)

which are equivalent to equations 3.146, previously obtained with the Virtual Work
Principle.

4.2.2 Constrained circuits

Constraints expressions In the previous developments, we have assumed that the
algebraic system 4.39 could be solved. When the structure of the circuit is such that
Kirchoff’s equations lead to constraints on the state variables under the form of al-
gebraic relationship between the state variables and the sources values only, lines of
zeros appear in matrixA. The latter is not full rank and equations 4.39 cannot be
solved. This happens in two cases:

1. When a loop involves only capacitors and voltage sources, the corresponding
Kirchoff voltage law induces a relation of the form:

KT
1cu

c + KT
1suu(t) = 0 (4.57)

2. When a cutset involves only inductors and current sources,the corresponding
Kirchoff current law induces a relation of the form:

KT
2li

l + KT
2sii(t) = 0 (4.58)

These constraints are slightly different from 3.147 and 3.148 considered in the
virtual work formalism. This can be explained by the choice of dynamic variables that
is different in both approaches: here, we have chosenil anduc as state variables and
thus, Kirchoff’s current laws relatingil andic are not considered as constraints, as it
was with the Virtual Work Principle, that usesql andqc as generalized variables.

To illustrate this difference, let us consider the simple RLC circuit presented in
figure 4.6.

In this circuit, using the Virtual Work Principle, the circuit is considered as a con-
strained circuit. Indeed, we have two generalized variables qL andqC and one con-
straint written aṡqL = q̇C . We would obtain one second order equation:

Lq̈L + Rq̇L +
qL

C
= V (4.59)

Using the circuit based formalism, this circuit is not constrained (two generalized
variablesiL and uC but no constraints) and two first order dynamic equations are
obtained:

LdiL

dt
= V − uC − RiL

C duC

dt
= iL

(4.60)
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C

V

LR

uR uL

uC

iS

iR

iL iC

Figure 4.6: Simple RLC circuit

Both systems are completely equivalent, but in order to see it, we have to add the
relationiL = dql

dt
and replace it inside the second order virtual work equation4.59 to

obtain the set of first order equations:

dqL

dt
= iL

LdiL

dt
= V − Ril − qL

C

(4.61)

which is equivalent to the system obtained with the circuit based formalism 4.60.
Indeed, if we replace

iL = iC = C
duC

dt
(4.62)

qL

C
= uC (4.63)

in 4.61, we get 4.60.

Degrees of freedom for constrained electrical circuits The discussion on the num-
ber of constraints reveals an ambiguity when trying to definethenumber of degree of
freedom(d.o.f.) associated with electrical circuits, by analogy with the mechanical
concept.

First, we could use the definition derived from the mechanical concept: the number
of degree of freedom is the minimal number of independent variables that have to
be specified to know the configuration of the multibody systems. This corresponds
to the difference between the number of generalized coordinates and the number of
independent constraints. Applying this definition to electrical circuits, we would have
one d.o.f. for the RLC example of figure 4.6 with the Virtual Work Principle, and two
d.o.f. with the circuit based approach. The ambiguity comesfrom the order of the
equations that differs in both approaches.

Second we could define the number of d.o.f. has the minimal number of equa-
tions of the same order that are necessary to describe the behavior of the system. In
mechanics, since the equations of motion are always of second order, the number of
d.o.f. remains the same, but for electrical circuits, we would get the number of d.o.f.
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associated with the circuit based approach since the latterguarantees us to count first
order equations only, while the Virtual Work Principle may lead to first or second or-
der equations. For the RLC circuit of figure 4.6, this would give two d.o.f. This last
definition is the one we consider in this text, and the number of degrees of freedom
for electrical circuits is equal to:

#dof = l + c − m (4.64)

wherem is the number of constraints of types 4.57 and 4.58.
Let us mention that the chosen definition actually corresponds to theorder of the

electrical circuit, what is the number of independent first order differential equations
describing the dynamics of the system. The order of the system is unique, whatever
the order of the equations describing its behavior. In mechanics, the order is always
equal to twice the #d.o.f.

Automatic derivation of the constraints In the present formalism, the constraint
equations take the forms 4.57 or 4.58, which correspond to lines of zero in matrixA
from the algebraic equations 4.39.

When writing theNel Kirchoff’s equations, only independent loops are consid-
ered8 and the constraint equations may not appear explicitly but exist and the lines of
A are not independent. By applying a triangularization procedure toA, it is possible
to detect the presence of dependencies between its lines, and to get the expression of
the constraints.

Let us first rewrite the algebraic system of equations 4.39 as:

Tw′ = 0 (4.65)

with T =
(

A −B −C
)

andw′T =
(
yT wT zT

)
.

Gauss triangularisation, with pivoting on the columns ofA and on all the lines,
may be applied and leads to an equivalent system of equation:

T ′w′ = 0 (4.66)

If matrix A is not full rank,T ′ has the form shown in figure 4.7.

0 0

0

F G

{ {w z{ y

Figure 4.7: Structure of the triangularized matrixT ′

8see section 2.2.4



106 4. FORMALISMS FOR ELECTROMECHANICAL SYSTEMS

The last equations of system 4.66 involve only state variables and sources values.
They correspond to them constraints 4.57 and 4.58 and can be written as:

Fw + Gz = 0 (4.67)

Because of these constraints, the state variablesw are not independent anymore.
The set of equations to be solved is a mix of algebraic equations 4.39, differential
equations 4.44 and algebraic constraints9 4.67:

Ay = Bw + Cz
Meẇ = Ew + Dy + Υ

Fw + Gz = 0
(4.68)

It is of course possible to use DAEs solvers to solve this fullset of equations but, we
decided to avoid as much as possible DAEs, especially when ananalytical elimination
of the constraints is possible. In the following section, wewill apply the coordinate
partitioning technique to the electrical equations 4.68 and variablesw, in order to get
pure ODEs.

4.2.3 Electrical coordinate partitioning

Using a coordinate partitioning technique, as for MBS (see section 4.1.3), will
make it possible to reduce the set of DAEs 4.68 to purely ordinary differential equa-
tions. Constraints 4.67 being linear, a full analytical elimination is possible.

The coordinate partitioning procedure requires to separate the state variables into
m dependent andl + c − m independent state variables, respectively denotedwv and
wu:

w =

(
wu

wv

)
(4.69)

According to this subdivision of the state variables, the constraints matrixF may
also be subdivided, and the constraints 4.67 become:

(
Fu Fv

) (
wu

wv

)
+ Gz = 0 (4.70)

which can be solved with respect to the dependent state variableswv:

wv = −F−1
v Fuwu − F−1

v Gz (4.71)

9which are redundant with some of the equations from 4.39.
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Note: Here, we have explicitly assumed thatFv can be inverted. This assumption
is valid for the cases we consider but not for every possible circuit. Forexample,
when a loop of voltage sources exist in a circuit, a constraint exist on the voltage
sources only andF contains a line of zero. These situations do not occur with
equivalent circuits of electromechanical converters, but, when considering power
electronic circuits with numerous switches, it may arise for certain configurations
of the switches. This is out of the scope of this research but is considered by Dan
Telteu who works on variable topology circuits. We shared a journal paper on the
subject [71]. In his work, the electrical mass matrixMe is considered as constant
and permanent magnets are not considered.

MatricesMe, E, D andΥ are also partitioned and the dynamic system of equa-
tions 4.44 can be transformed into
(

Me
uu Me

uv

Me
vu Me

vv

)(
ẇu

ẇv

)
=

(
Euu Euv

Evu Evv

)(
wu

wv

)
+

(
Du

Dv

)
y +

(
Υu

Υv

)

(4.72)
The second set of equations from 4.72 can be solved with respect to ẇv, which is

replaced into the first set of equations. Finally, using 4.71, the dependent variables are
eliminated from the obtained equations, and we get the reduced set of ODEs:

Me
r ẇu = Erwu + Dry + Υr + Grz (4.73)

where,

Me
r = Me

uu − Me
uvMe

vv
−1Me

vu;
Er = −Me

uvMe
vv

−1Evu + Euu −
(
Me

uvMe
vv

−1Evv − Euv

) (
−F−1

v Fu

)
;

Dr = −
(
Me

uvMe
vv

−1Dv − Du

)
;

Υr = −
(
Me

uvMe
vv

−1Υv − Υu

)
;

Gr =
(
Me

uvMe
vv

−1Evv − Euv

) (
−F−1

v G
)

(4.74)

Note: We proved on page 101 that the electrical mass matrixMe is symmetric and
positive definite. This guarantees thatMe

vv can be inverted.

Similarly, the algebraic system of equations 4.39 is transformed into

Ay =
(

Bu Bv

)(
wu

wv

)
+ Cz (4.75)

The dependent state variableswv may now be considered as algebraic variables
and the algebraic system 4.75 may be rewritten as

(
A −Bv

)
yr = Buwu + Cz (4.76)

in which the new set of algebraic variablesyr ,

(
y
wv

)
was introduced.
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In 4.76,m additional algebraic variableswv have been introduced and(A − Bv)
is not a square matrix. In order to determine the set of variablesyr, m new algebraic
relations have to be added. They can be obtained by differentiating the constraints
4.67:

Fẇ + Gż = 0 (4.77)

Using 4.44, the latter becomes

FMe−1

Ew + FMe−1

Dy + FMe−1

Υ = −Gż (4.78)

Thesem algebraic relations will supplement 4.76, and the resulting algebraic sys-
tem of equations can be written as

Aryr = Brwu +

(
C
0

)
z +

(
0

−G

)
ż +

(
0

−FMe−1

)
Υ (4.79)

where

Ar =

(
A −Bv

FMe−1D FMe−1Ev

)
and Br =

(
Bu

−FMe−1Eu

)

have been introduced, with
E =

(
Eu Ev

)

Note: Here, we assume that matrixAr can be inverted and thus the augmented
algebraic system of equations 4.79 can be solved. For circuit with variable topology,
Ar might not be full-ranked, but this is out of the scope of the present work. As
already mentioned, Dan Telteu works on this kind of circuit and deals with such
particular situations.

Using this coordinate partitioning procedure, the algebraic system of equations is
supplemented while the differential system of equations isreduced and expressed in
terms of the independent variableswu. Solving 4.79 and replacing the solutionyr

into equations 4.73, we obtain pure ODEs, which can be solvedusing classical ODE
solvers.

The flowchart of the numerical integration scheme is shown infigure 4.8, where
z are the source values andż their first derivative. They are input to the computation
and may vary with respect to timet.

Let us point out that the constraints detection method (see section 4.2.2) and the
coordinate partitioning procedure will always lead to the minimal number of first-
order differential equations.

In multibody dynamics, the Jacobian matrix of the constraints Jm(sm) is non-
linear and varies with the configuration of the systems, which can be such thatJm

v

is singular. This makes the choice of dependent variables critical. In this research,
the topology of the electrical circuit is fixed and matrixFv only contains zeros and/or
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Figure 4.8: Electrical Coordinate Partitioning and Integration Scheme

resistance values. It is well conditioned from a numerical point of view and all the
choices of dependent variables are acceptable10.

This circuit based formalism and the coordinate partitioning were implemented in
the Electran software, the symbolic companion program of Robotran (see chapter 5).

V

L1

uR

uL1

iS

iR

iL2

uL3

iL1 iL3L2

L3

R

uL2

Figure 4.9: Example of circuit with constraint

Example Considering the example circuit of figure 4.9, that was already considered
when presenting the Virtual Work Principle, the different set of variables are:

wT =
(

iL1 iL2 iL3

)
(4.80)

yT =
(

is iR us uR uL1 uL2 uL3

)
(4.81)

z = V (4.82)
10This is always the case for circuits involving resistors with constant resistance. For circuits with vari-

able parameters, zero resistances are problematic but the topology of the corresponding circuit is different
from the one initially considered. Circuits with variable topology were not considered in this work.
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There exist a constraint between the chosen state variablesw. This constraint can be
written as

iL3 − iL1 = 0 (4.83)

We will show here that the above procedure automatically gives the expression of
the constraints.

First, we have to construct the algebraic and dynamic systems of equations as
follows

A =




1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 0 0 0 0 0
0 0 −1 0 1 1 1
0 0 0 1 0 −1 0
0 R 0 −1 0 0 0
0 0 1 0 0 0 0




B =




1 0 0
1 −1 0
1 0 −1
0 0 0
0 0 0
0 0 0
0 0 0




C =




0
0
0
0
0
0
1




(4.84)

Matrix Me is given byMe =




L1 0 0
0 L2 0
0 0 L3


, while

D =




0 0 0 0 1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1




.
Matrix T ′ can be constructed and triangularized by executing the following trans-

formations sequently:

• Lines 7 and 3 are interchanged

• Line 4 is replaced by the sum of lines 4 and 3

• Line 6 is replaced by the sum of lines 6 and 5

• Lines 4 and 5 are interchanged

• Eventually, line 6 is replaced by line 6 minus line 2 multiplied byR

This procedure can be fully automatized using linear algebra techniques such as
LU factorization or Gauss triangularization11.

The obtainedT ′ matrix is

T ′ =




1 0 0 0 0 0 0 −1 0 0 0
0 1 0 0 0 0 0 −1 +1 0 −1
0 0 1 0 0 0 0 0 0 0 −1
0 0 0 1 0 −1 0 0 0 0 0
0 0 0 0 1 1 1 0 0 0 −1
0 0 0 0 0 −1 0 −R R 0 0
0 0 0 0 0 0 0 −1 0 1 0




(4.85)

11which is used in our implementation described in chapter 5.
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As expected, the last line ofT ′ has the structure of figure 4.7 and the constraint
matricesF andG are

F =
(
−1 0 1

)
andG = 0 (4.86)

We can now separate the state variables into dependentwv = iL1 and independent
oneswu = (iL2 iL3)

T . Applying the procedure described from equations 4.69 to
4.79, we obtain the new algebraic system of equations in terms of

wT
u =

(
iL2 iL3

)
(4.87)

yT
r =

(
is iR us uR uL1 uL2 uL3 iL1

)
(4.88)

z = V (4.89)

as

Ar =




1 0 0 0 0 0 0 −1
0 1 0 0 0 0 0 −1
0 0 0 0 0 0 0 −1
0 0 −1 0 1 1 1 0
0 0 0 1 0 −1 0 0
0 R 0 −1 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 − 1

L1 0 + 1
L3 0




Br =




0 0
−1 0
0 −1
0 0
0 0
0 0
0 0
0 0




(4.90)
The reduced electrical mass matrixMe

r is given by

Me
r =

(
L2 0
0 L3

)
(4.91)

Solving the transformed algebraic system of equations and replacing in the dy-
namic system of equations, one gets the reduced system of dynamic equations as

(
L2 0
0 L3

)
ẇu =

( −R R
R L3

L1+L3
−R L3

L1+L3

)
wu +

(
0

V L3

L1+L3

)
(4.92)

which is equivalent to the equations 3.159 obtained using the Virtual Work Principle.

4.2.4 Discussion

When presenting the Virtual Work Principle, we did point out that this approach
intrinsically takes into account the implicit constraintsfor both mechanical and elec-
trical systems. Moreover, considering virtual variationsδsm or δse compatible with
the constraints automatically lead to reduced equations.

In mechanics, classical approaches based on Newton-Euler equations with abso-
lute coordinates require to write a large set of equations taking into account all the
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forces and torques. Using recursive computations and jointcoordinates makes the
Newton/Euler Recursive formalism one of the most efficient technique for large MBS,
especially when implemented symbolically, while leading to the same equations as the
Virtual Work Principle [16, 56]. This allowed us to use the Lagrange multiplier tech-
nique and the coordinate partitioning method [75].

For electrical circuits, the formalism presented here requires to write and solve
all the algebraic and differential equations. Nevertheless, sinceA is a sparse ma-
trix, when implemented symbolically, this formalism becomes efficient. The reduced
equations 4.73 are also equivalent to those obtained with the Virtual Work Principle,
but expressed in terms of different variables12. However, the coordinate partitioning
proposed for electrical circuits is not based on the definition of the Lagrange multipli-
ers, which was the case in multibody dynamics (see section 4.1.3). Let us point out
that the electrical coordinate partitioning proposed hereis even more interesting when
considering electrical circuits with variable topology, as shown in the work by Dan
Telteu [71].

Fully symbolic implementation is possible for constraintsdetection and reduction
since linear expressions are involved. Nevertheless, we suspect that when considering
non-linear constitutive equations techniques similar to the one proposed in [49], where
the resolution of non-linear equations is “embedded” into the symbolic model, should
be applicable.

4.3 Electromechanical Coupling

We will now introduce the electromechanical interaction and indicate how a global
electromechanical model can be obtained. In section 3.3.3,we have shown that when
an electrical circuit interacts with a MBS, its dynamic and algebraic equations are not
changed, except for some parameters that become functions of the mechanical con-
figuration. From a mechanical point of view, the interactionresults in supplementary
forces acting on the MBS.

The latter explains why we could use completely independentformalism to gener-
ate the models. Nevertheless, the resolution of the obtained equations has to be done
at the same instant of timet and also in a specific order, as discussed in this section.

4.3.1 Unconstrained electromechanical systems

When considering unconstrained mechanical and electrical systems, equations 4.1,
4.39 and 4.44 apply:

• Mechanical equations

M(sm)s̈m + c(sm, ṡm, Fext, Lext, g) = Q (4.93)

12This last statement can be proven analytically when considering linear constitutive equations for the
electrical components. It requires several computations on the basis of the algebraic equations, as shown at
the end of Appendix A. When nonlinear constitutive equationsare considered, the same reasoning applies,
but requires resolution of nonlinear equations, what is notalways possible analytically.
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• Electrical equations

Ay = Bw + Cs
Meẇ = Ew + Dy + Υ

(4.94)

Let us, assume that only mechanical positionssm influence the electrical parame-
ters, except for sources that may also be influenced by velocities ṡm:

A (sm) y = Bw + Cz (sm, ṡm)
Me (sm) ẇ = E (sm, ṡm) w + Dy + Υ(sm, ṡm)

(4.95)

and matrixE can be written as:

E = −dMe

dt
= − ∂Me

∂smT
ṡm (4.96)

In the above expressions,B andD only concern Kirchoff’s equations and are not
influenced by mechanical variables. It was also assumed thatMe does not exhibit
explicit dependance with timet.

In the mechanical equations, supplementary forces and/or torques of electrome-
chanical origin will appear in the equations:

Qem =
∂W ∗

m

∂sm
− ∂We

∂sm
(4.97)

It can be introduced as a supplementary generalized joint force or external force
and the equations of motion become:

M(sm)s̈m = Q (w, sm) − c(sm, ṡm, w, Fext, Lext, g) (4.98)

Figure 4.10 indicates schematically how the two submodels interact and the se-
quence to solve the equations at timet: first we solve the electrical equations to com-
pute the electromechanical forceQem, which requires the mechanical configuration
sm andṡm and, second, we solve the mechanical equations with respectto s̈m.

Figure 4.10: Computation sequence for unconstrained electromechanical systems
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Solving these equations using classical numerical integrators requires to transform
the mechanical equations into first-order equations. This can be done by defining the
array of mechanical state variables as:

wm ,

(
sm

ṡm

)
(4.99)

The detailed flowchart of the numerical integration scheme is shown in figure 4.11.

Figure 4.11: Electromechanical flowchart for unconstrained systems

4.3.2 Constrained electromechanical systems

Here, we consider electromechanical systems characterized by constrained sub-
systems. The mechanical or the electrical or both subsystems may be constrained.
Coordinate partitioning can be applied, according to sections 4.1.3 and 4.2.3, and re-
duced systems of equations are obtained.

As shown in figure 4.12, the electrical equations can generally not be solved until
the mechanical constraints have been considered at position and velocity level. Indeed,
the electrical parameters are not necessarily influenced only by the independent joint
variablessm

u andṡm
u .

Constrained electromechanical systems involve much more intricate calculations
that have to be achieved carefully. The electrical equations have to be solved after the
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Figure 4.12: Computation sequence for constrained electromechanical systems

resolution of mechanical constraints but before the computation of the independent
mechanical accelerations̈sm

u .
Figure 4.13 shows the detailed flowchart for an electromechanical constrained sys-

tem.
At the beginning of the dynamic calculations at timet, we now only have indepen-

dent mechanical positionssm
u and velocitiesṡm

u and independent electrical variables
wu. Like for unconstrained systems, the electromechanical forces have to be calcu-
lated before the mechanical accelerationss̈m

u . This requires to first solve the reduced
electrical algebraic system of equations, at timet, which is influenced by the me-
chanical variables at position and velocity levels,sm andṡm. The latter can only be
obtained after resolution of the mechanical constraints, at time t.
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Figure 4.13: Electromechanical Integration Scheme



5

Symbolic Implementation

Abstract
Symbolic implementation is proposed and described in this chapter, where we start by
briefly introducing the concept of symbolic implementation. The main advantages for
such approach are then discussed.
Our symbolic kernel, presented in this chapter, was used to implement the formalisms
described in chapter 4, what results into two programs:

• Robotran, the model generator for multibody systems developed at the PRM di-
vision of the Universit́e Catholique de Louvain and whose latest developments
permit a fully-symbolic generation of the direct dynamic reduced equations
[49].

• Electran, the model generator for electrical circuits and electromechanical con-
verters developed during this research.

A new representation, different from classical graph representations, is consid-
ered for electrical circuits. It is based on topological concepts inspiredfrom
multibody system representation and allows to deduce Kirchoff’s laws neces-
sary for the generation of the equations.

As pointed out before, the electrical and mechanical equations have to be solved in
a certain sequence described in section 4.3, but the generation of the electrical and
mechanical submodels can be achieved independently.

117



118 5. SYMBOLIC IMPLEMENTATION

5.1 Concept of symbolic generation

Computer implementation is an unavoidable step when working in the field of
modeling and simulation. Nowadays, “model generator” programs are the only way
to obtain models for realistic industrial applications. The dynamics of the latter is de-
termined by numerous equations (DAEs) and writing them by hand would be tedious
and without interest from a scientific point of view.

The most usual way to simulate a system consists in using a numerical package
(e.g.: Simpack, Adams, PSpice, Mecano, etc.). With such tool, a sequence of instruc-
tions (usually calls to other subprograms), using the instantaneous state of the system,
is written once and allows to compute (and solve) the system of dynamic equations.
This process of constructing the model via a set of subprograms offers the possibility
to deal with many different applications, but in the same time, the CPU performance
of such general purpose tools is affected and is clearly lower [16] than what could be
done with dedicated programs.

The proposed implementation is based on another concept where the generation
of the equations is separated from the rest of the process. The whole set of equations
is written with alphanumerical symbols inside a subroutine(symbolic generation) that
can be called by a numerical program (numerical analysis). The routine containing all
these symbols and equations is thesymbolic model.

Many advantages can be found when resorting to symbolic generation, since it is
possible to:

• avoid non necessary arithmetic operations such as0 · a or 0 + a, ..., a being a
simple or complex expression

• simplify some mathematical expressions (factorization, trigonometric simplifi-
cations, divisions,...). For instance,a×b

b
will be replaced bya, a + b − a by b,

etc.,a andb being simple or complex expressions.

• avoid multiple computations of the same terms by defining auxiliary variables,

• avoid the computation of some unnecessary equations (typically for multibody
recursive models, such as the Newton/Euler recursive formalism of section 4.1),

• generate models in different languages (Fortran, C, Matlab, Java,...) and also
for different environments for control, optimization,...

Note: Let us also point out that a symbolic generation gives a good readability to
the equations. This can be exploited for better comprehension of the system, and in
particular for teaching.

From experience, it is well-known that the use of commercialsymbolic packages
(Maple, Mathematica,...) often leads to memory problem when the number of equa-
tions to manipulate increases. On the other hand, when the “symbolic kernel” of the
program is specifically designed for a dedicated domain (e.g.: multibody dynamics
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for the software Robotran), it is possible to deal with thesememory problems, even
when complex applications are considered (e.g.: Robotran is able to deal with more
then 100 joint variables).

Different aspects have to be considered when going from theoretical formalisms
to their practical computer implementation:

• First of all, one has to define what are the main objectives of the program,
which can be either dedicated to a specific family of systems or designed to
model any kind of systems. These are two extreme situations representative of
two tendencies in modeling softwares. In the first family, the programs deal with
specific systems and can be optimized for them leading to veryefficient models,
while in the other family, they are able to consider many kinds of systems but
cannot be optimal for all of them. Softwares such as 20-sim, Matlab/Simulink,
Modelica,... are part of the first family. Tools like PSpice,Adams or Robotran
are specialized programs, optimized for their own field.

In this work, we aim at considering complex applications, for which efficiency
becomes crucial. For this purpose, we use dedicated optimized formalisms for
each part of the system, and we gather the symbolic submodelsafterwards in a
rigorous way.

• Secondly, one has to choose the way the models are generated.In this the-
sis, the implementation isfully-symbolic, which means that the whole model
is generated using alphanumeric expressions, for which drastic simplifications
may be achieved to reduce the number of floating-point operations during the
subsequent computation.

The fully-symbolic character of our method indicates that,from the description
of the system, the generated equations directly lead to the mechanical indepen-
dent accelerations̈sm

u [49] and the derivative of the independent electrical state
variablesẇu. This means that the model can be provided to any numerical
integrator for ODEs without further computations.

• Thirdly, it is important to specify the level of knowledge necessary for the user.
What should he or she know to use the tool and to build models?

– For the mechanical subsystems, concepts such as body, joint, loop, link,
constraint, etc. are to be mastered in addition to basic mechanical concepts
such as mass, inertia, stiffness or damping. A tree representing the bodies
and their joints is the main input of a multibody program likeRobotran.

– For the electrical subsystems, the user has to be able to provide an equiva-
lent circuit of the converter and its supply, what requires agood knowledge
of its structure and working principles. This equivalent circuit is the main
input to the electrical program Electran.

During this research, we opted for a strategy in which the symbolic submodels
of the mechanical and electrical components of the electromechanical system are ob-
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tained from different independent formalisms, presented in chapter 4 and rigourously
interfaced afterwards, as discussed in section 4.3.

Two programs are thus necessary to obtain the submodels:

• Robotran which is a symbolic model generator for multibody systems. It is
based on its own symbolic engine dedicated to multibody dynamics [20] and is
able to deal with large systems involving more than 100 jointvariables.

• Electran which is a symbolic model generator for electricalcircuits and elec-
tromechanical converters. It was developed in the framework of this thesis and
is based on the Robotran philosophy: symbolic manipulations, use of auxiliary
variables, reduction of the equations, etc. Robotran’s symbolic engine, which
was complemented for this purpose, is used for the generation of electrical mod-
els [58], on basis of the formalism described in chapter 4.

Concerning the constraints, we can either treat them together with the dynamic
equations by using DAE solvers, or solve them symbolically in order to reduce the
equations to pure ODEs, what is even better. Although non-linear mechanical con-
straints require specific numerical algorithms to be solved, a fully-symbolic imple-
mentation is possible, as shown in [49], who proposes to use the Newton-Raphson
procedure to solve the constraints at algebraic level and integrates this resolution in-
side the symbolic model. This technique was implemented in Robotran. For electrical
systems, when considering linear constitutive equations for resistors, constraints are
linear and can be automatically detected and reduced symbolically by Electran1.

5.2 Robotran’s Symbolic Engine

Robotran was developed to generate direct/inverse kinematic/dynamic symbolic
models of multibody systems. Its kernel is a symbolic enginededicated to the expres-
sions and symbols involved in mutlibody dynamics [16, 41].

Starting from symbols and basic operators (+, -, *, =, sin, cos), Robotran uses a
tree structure to represent the expressions. The operatorsare the nodes of the tree,
while the symbols are the leaves of the tree, as we can see in figure 5.1 showing the
tree of the expression2 ∗ a − g ∗ cos(sm

1 + sm
2 ).

Robotran’s expressions are “hierarchised” according to well-established arithmetic
priority rules. The most general expression required is an addition/substraction of
terms being multiplication/division of factors, being a constant, a variable, a trigono-
metric relation, etc. or a full expression. This makes the symbolic manipulations
intrinsically recursive, from an algorithmic point of view.

The C language has been chosen to implement Robotran. Using the “struct” type,
to represent an expression (constant, operator with 1 or 2 arguments, etc.), and point-
ers, the tree structure illustrated in figure 5.1 can be built. For example the “struct”
type expression representing the right operator * (see figure 5.1) contains two ar-
guments that are pointers towards two other “struct” type expressions, one being a

1Introducing non-linearities in the same way as done in [49] should be possible.
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Figure 5.1: Tree representation of the expression2 ∗ a − g ∗ cos(sm
1 + sm

2 )

constantg, the other being a cosine expression whose arguments point towards the
addition of two variablessm

1 andsm
2 .

Above this basic expression level, a library of mathematical manipulations was de-
veloped in order to help building equations. It consists of elementary functions such as
“add”, “sub” or “mult”. Each time such a function is called, the operands are observed
in order to detect possible simplifications. For example, when subtracting expression
b from expressiona usingsub(a, b), we check whethera = b , in which case the
symbol “0” is returned. By resorting to a lexicographical2 organization of symbols
(e.g. 0< 8 < a < z < B < Z ...), each expression is systematically reorganized
by Robotran in order to detect every single simplification. For example, expression
a + C + z + d − a, constructed as the subtraction ofa + C − z + d anda, will be
reorganized asa − a + d − z + C so that the simplificationa − a explicitly appears.

Due to body rotations, trigonometric expressions are very common in multibody
dynamics and many work has been done in this direction when developing Robo-
tran. All the classical trigonometric simplifications are implemented (for example:
2sin(a)cos(a) = sin(2a)). Since many of these expressions are necessary several
times during the computation process, auxiliary variablesare automatically generated
in order to avoid multiple evaluations of the same entity. For example,sin(a) might
be used 10 times and would lead to 10 “expensive” calls to function sin. We thus
reduce the number of calls to 1 by defining the auxiliary variablesa = sin(a) and by
using the symbolsa in the rest of the computations.

When printing out the final equations in a file, because the interdependency of the
expressions is completely known by Robotran, it can automatically detect whether a
full equation is necessary for the required result and thus whether it should be printed
or not. This is of importance when dealing with recursive formalism that generates
many expressions not always necessary for the desired result. Indeed, the formal-
ism intrinsically compute unnecessary expressions since the equations of motion are
obtained by projecting the vectors equations onto the jointspace. Up to 30% of the ex-

2based on the ASCII table
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pressions may be not necessary for the final result (e.g. the acceleration̈sm for direct
dynamics): this is not negligible. Similarly when considering constrained multibody
systems, the dependent accelerationss̈m

v are not required to run a time simulation. Of
course, afterwards, we will need the full set of accelerations s̈m for the computation
of the joint reaction forces but this is already a post process of the main simulation.
This illustrates that depending on the needs, some generated expressions do not need
to be printed out in the model.

5.3 Modeling Multibody Systems with Robotran

This section will give a short description of the software capabilities. It will also
illustrate the level of expertise required from the user.

5.3.1 Robotran’s Conventions

Robotran only considers two types of single-degree-of-freedom (d.o.f.) joints: a
revolute joint (type R) or a prismatic joint (type T). In thisimplementation, we will
also assume that the joints are always aligned with one of thebody-fixed frame axes:{
X̂i

1, X̂
i
2, X̂

i
3

}
, and six possible joints are considered: three prismatic joints denoted

T1, T2 and T3, and three revolute joints denoted R1, R2 and R3.This is not restrictive
because any physical joint can be represented by a succession of elementary joints. For
example, it is well-known that any rotation can always be replaced by three successive
rotations around orthogonal axes3.

Each joint connects two bodies (a parent and a child, see section 2.1). Accord-
ingly, only one d.o.f. can be inserted between two bodies. Inmany practical cases,
this is of course not sufficient because more d.o.f. exists between bodies (e.g. ball
joint, hinge joint, etc.). We define afictitious bodyas a dimensionless, massless body.
By introducing one or more fictitious bodies between two bodies, we can insert the
necessary d.o.f. without affecting the dynamics of the system4, as illustrated in figure
5.2 where a ball joint is modeled by means of two fictitious bodies.

The concept oflocked jointis also introduced. Alocked jointis defined as a joint
whose generalized variablesm is maintained constant. For example, it can be inserted
between two bodies (fictitious or normal) rigidly attached but whose frames are not
aligned, and consequently allows the introduction of joints that are not aligned with
the body-fixed frame. More generallydriven jointsare such that their displacement is

an imposed function of time:sm = f(t), ṡm = df(t)
dt

ands̈m = d2f(t)
dt2

.
Robotran also allows for insertinglinksbetween bodies. When the dynamic prop-

erties (mass and inertia) of a mechanical component are negligible but not its inter-
action with the bodies, alink is used and the component is replaced by two external

3We are aware of possible singularities that can occur but this is out of the scope of this research.
4and without making the equations more complex since zeros are automatically eliminated in the sym-

bolic approach.
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Fictitious
bodies

Figure 5.2: The use of fictitious bodies

forces, see figure 5.3, between two attach points in the system. These forces are func-
tion of the relative distancez and velocityż of the points. Typical use of the links is
the modeling of springs and dampers in vehicle suspensions,what will be shown in
section 7.2 where the model of a railway vehicle is presented.

Figure 5.3: Link in Robotran

5.3.2 Robotran’s input

In order to generate the equations of motion of the multibodysystem, Robotran
requires a description of the bodies, joints and forces involved as well as the descrip-
tion of the system’s topology. The input file summarizing allthis information is a
translation of the schematic tree representation of the system defined in section 2.1.
An example of such a file and some explanations are given in figure 5.5, for a tree-like
system. The corresponding tree representation is given in figure 5.4, in the so-called
“reference” configuration.

All the information provided in this input file consists in symbols that will be used
to build the equations. The “0” symbol should be used in the input file each time
the value of the corresponding parameter is zero in the real system. This helps in
noticeably reducing the size of the final generated equations. For example, lots of
vectors have zerox, y or z components. Similarly, the fictitious bodies have zero
mass, inertia,... According to the input file of figure 5.5, corresponding to the system
of figure 5.4, body 4 is the only one to be affected by external forces and torques.

Closed-loop systems are described by first opening the loopsusing specificcuts.
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Figure 5.4: Example of multibody system representation

The corresponding tree is given as just explained, while thedescription of the cuts
requires an additional symbolic input of Robotran (type andlocation of the cuts).
More details on the different types of cuts, as well as other symbolic input like sensors,
can be found in [56].

5.3.3 Robotran’s output

Robotran generates symbolic equations for kinematics or dynamics analysis un-
der different formats and using different formalisms. Among the possible model that
Robotran can generate from the previous input file, let us mention:

• direct dynamics (open or closed-loop system) with the following formalisms

- “NER”: the Newton-Euler Recursive formalism used in this work

- “PPP”: the virtual power principle

- “ODN”: Order-N formalism [65] (only for tree-like systems)

• inverse dynamics (computation of joint forces for a given system configuration
and motion)

- “NER”

- “PPP”

• direct kinematics (including constraints, constraints Jacobian, position, velocity
and acceleration of a specified points, etc.)

• inverse kinematics

• reaction dynamics (used for example for the computation of bedplate force of a
robot)
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Robot
4
0  1  2  2
-- Joints --
R3 sm1 smd1 smdd1
R1 sm2 smd2 smdd2
T1 sm3 0 0
R2 sm4 smd4 smdd4

-- d vectors --
0 0 0
D21 0 0
D31 D32 D33
D41 0 D43

-- d vectors --
0 0 0
L11 0 L23
L31 L32 0
L41 L42 0
-- Mass --
0
m2
m3
m4
-- Inertia --
0 0 0

0 0
0

I211 0 0
I222 0

I233
I311 0 0

I322 0
I333

I411 I412 I413
I422 I423

I433
-- External Forces --
0 0 0
0 0 0
0 0 0
F41 F42 F43
-- External Torques --
0 0 0
0 0 0
0 0 0
C41 C42 C43
-- Gravity --
0 0 g

ij

ii

System’s name
Number of bodies (fictitious included)
Array of parent indexes ( )

Type of joint and symbols that will be used in the equations for
the generalized coordinates at position ( ), velocity (smd)
and acceleration (smdd) level

Components of the position vector for each joint with
respect to the previous one

inbody-array

sm

dij

Components of the position vector for each center of mass
with respect to the previous joint

Mass of each body

Inertia matrix of each body

Components of  the external resultant force vector acting on

each body

Components of  the external resultant torque vector acting on

each body

d

F

L

ii

i

i

i

i

m

I

ext

ext

Figure 5.5: Example of the symbolic input file for Robotran
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Auxiliary TrigonometricVariables

External and Joint Forces and Torques
(calls to user function)

+ call to electrical dynamic
computations if necessary

Auxiliary Kinematic Variables

// Trigonometric Variables

S1 = sin(sm[1]);
C1 = cos(sm[1]);
S2 = sin(sm[2]);
C2 = cos(sm[2]);
S4 = sin(sm[4]);
C4 = cos(sm[4]);

// Augmented Joint Position Vectors

Dz31 = sm[3]+d[1][3];

// External Forces

fu_user(frc,trq,sm,smd,tsim,pdbl,pint);

// Joints Forces

Q_user(Q,sm,smd,tsim,pdbl,pint);

// Forward Kinematics

BS11 = -smd[1]*smd[1];
OM22 = smd[1]*S2;
OM32 = smd[1]*C2;
...
AlM24_1 = AlM22_1+d[1][4]*C2;
AlM34_1 = d[3][4]*S2*S4+C4*(AlM32_1-d[1][4]*S2);

// Backward Dynamics

FA14 = -frc[1][4]+m[4]*(AlF14+BS14*l[1][4]+BeF24*l[2][4]);
FA24 = -frc[2][4]+m[4]*(AlF24+BS54*l[2][4]+BeF44*l[1][4]);
...
F31 = CF22*S2+CF32*C2+d[1][2]*(FF22*C2-FF32*S2);
CM31_1 = CM22_1*S2+CM32_1*C2+d[1][2]*(FM22_1*C2-FM32_1*S2);

// Reduction (Coordinate Partitionning)

Fr1 = CF31-Q[1];
Fr2 = CF12-Q[2];
Fr3 = FA13-Q[3];
Fr4 = CF24-Q[4];

// Linear System Resolution

Mrlu2_1 = CM12_1/CM31_1;
Mrlu2_2 = CM12_2-CM12_1*Mrlu2_1;
...
smddu[1] = qppux1;
smddu[2] = qppux2;
smddu[3] = qppux3;
smddu[4] = qppux4;

External Forces

Joint Forces

Result:
Independent Accelerations

Figure 5.6: Example of Robotran output file
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Once generated, the equations are printed out as functions that can be called within
a numerical environment to be solved and/or time-integrated.

As an example, the output equations (direct dynamics with NER formalism) of the
system defined in figure 5.5 are given in Matlab language in figure 5.6.

5.3.4 Electromechanical interaction

When interacting with electromechanical converters, the MBS is subjected to ad-
ditional forcesQem. The latter may be introduced either as joint or external forces
acting on the MBS and a call to the electrical dynamics computation would appear
in the generated code of figure 5.6 at the same location as the user function calls for
external and joint forces, that is after the resolution of the constraints at position and
velocity level, but before the computation of the independent acceleration̈sm

u .

5.4 Modeling Electrical Systems with Electran

5.4.1 Circuit representation

The electrical circuit is represented as a tree-like structure, as shown in figure 5.7
for a simple circuit. The branches of the tree correspond to the elements of the circuit
and the nodes of the tree correspond to the physical nodes of the circuit. Theroot of
the tree (node 0) is the reference node5. This tree representation was inspired from the
MBS representation and is different from the classical graph representation, shown in
figure 5.7.a.

1 2

3 4

0

R

C LSu

(a)

R

Su

3 4

2

LC

1

0

(b)

Figure 5.7: Example of a simple circuit and the corresponding tree-graph

In an electrical circuit, aloop is defined as a sequence of elements connecting a
physical node to itself. In our tree representation, we haveopened the loops by “cut-
ting” the circuit at some physical nodes. By cutting a loop, we mean that we artificially
split a physical node into two nodes in the graph. Hence, eachloop is characterized by
two elements having terminal nodes that correspond to the same physical node in the

5This reference node generally corresponds to the zero voltage node, but this is not mandatory.
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circuit. For example, in figure 5.7.b, nodes 0, 3 and 4 correspond to the same physical
node and the 3 loops of the circuit have been opened: loop 3-0,loop 4-0 and loop 4-3.
Note that in this example specifying loops 3-0 and 4-0 automatically defines loop 4-3,
what indicates that only two of three loops are independent.

Note: This “cutting” of the loops in an electrical circuit is analogous to what is done
in [56] when opening loops in a MBS by splitting a body into two distinct bodies.

In figure 5.7.b, each branch is oriented from astarting nodeto anend node, which
has the same index as the element. For example, in figure 5.7.b, element 2, the resistor
R, has node 2 as terminal node and node 1 as starting node. The orientation of the
branches will further indicate the sign convention by indicating the positive direction
of the current flowing through the corresponding element.

We define apath from nodei to nodej as a sequence of branches ending with
elementj. For example, in figure 5.7.b,SuandR represent a path from node 0 to node
2.

As in MBS dynamics, the following concepts are defined for theelectrical graph:

• ascendant: elementi is ascendant of elementj if the path (excluding element
j) going from the root to nodej contains elementi.

• direct ascendant or parent: among the ascendants, the direct ascendant or parent
of elementi is the one directly connected to nodek wherek is the starting node
for elementi.

• descendant: elementi is descendant of elementj if the path (excluding element
i) going from the root to nodei contains elementj.

• direct descendant or child: among the descendants, a direct descendant or child
of elementi is one that has nodei as starting node.

• leaf: a leaf is an element that has no child. Its end node is called aleaf node.

Note: The tree structure is such that each element has only one parent, but may have
several children.

For example, in figure 5.7.b:

• element 1 is ascendant of elements 2, 3 and 4

• element 2 is parent of element 3 and 4

• element 2 is child of element 1

• elements 3 and 4 are leaf elements
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5.4.2 Algorithm for Generation of Kirchoff’s Equations

To automatically write Kirchoff’s equations, we take profitof the tree graph struc-
ture which is used to represent the electrical circuit.

Let us define different arrays of indexes that will be necessary to describe the
algorithm:

• theparent array will be used to refer to the parent of each element. Because
of the tree structure, each element has only one parent:parent[j] refers to the
parent of elementj, denotedelement[j].

• thec element array refers to the primary element involved in a loop:
c element[k] refers to the primary element (leaf of the tree) involved in loopk.

• thec parent array refers to the secondary element involved in a loop:
c parent[k] refers to the secondary element (leaf or not) involved in loop k

1

2 3 4

5

6

Figure 5.8: Circuit example

For instance, the arrays associated with the circuit represented in figure 5.8 are:

element = [1 2 3 4 5 6] (5.1)

parent = [0 1 1 1 4 0] (5.2)

c element = [2 3 5] (5.3)

c parent = [4 4 6] (5.4)

As explained in section 4.2, Kirchoff’s equations are used to form the algebraic
system of equations. Hence, writing Kirchoff’s equations corresponds to filling in
matricesA andB from system 4.39.

5.4.2.1 Kirchoff’s current equations

For writing Kirchoff’s current equation for nodek, we have to find all the elements
connected to the corresponding physical node, including elementk. The following
procedure can then be applied with each nodek of the circuit:



130 5. SYMBOLIC IMPLEMENTATION

1. Fromparent, we get all the children of elementk, connected to nodek.

2. Fromc parent we obtain the loops involving elementk. For each loopj involv-
ing elementk, c element[j] represents the element associated withk, let’s call
it the partner of elementk for loop j, which is also connected to the physical
node associated with nodek.

3. The Kirchoff’s current equation for nodek is then written by associating+1 to
the currents through elementk and its partners and−1 to currents through the
children of elementk

4. If elementk is neither inparent nor c parent, we go to the next element.

Figure 5.9 illustrates this procedure for the circuit example of figure 5.8.
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-1
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+1
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6
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+1
+1

+1

(b)

1
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5

6

+1

+1

(c)

Figure 5.9: Illustration of the Kirchoff’s current algorithm

Starting the procedure with element and node 1, we see from the arrays 5.1 to 5.4,
that element 1 is parent of elements 2, 3 and 4 but is not inc parent. Thus, the+1
and−1 symbols can be associated as in figure 5.9.a.

Elements 2 and 3 being neither inparent nor in c parent, we keep going with
element 4, which is inc parent, associated with elements 2 and 3 fromc element.
Element 4 is also the parent of element 5. Thus, elements 2, 3 and 4 receive a+1
symbol while element 5 receive a−1 symbol, as shown in figure 5.9.b.

Eventually, element 5 is skipped because not inparent nor in c parent, and ele-
ments 6 and 5 receive a+1 symbol, as shown in figure 5.9.c.

A total of three independent equations were generated for a circuit with 4 nodes,
what is in agreement with Kirchoff’s theory.

The corresponding current equations are:

i1 − i2 − i3 − i4 = 0
i4 + i3 + i2 − i5 = 0

i5 + i6 = 0
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5.4.2.2 Kirchoff’s voltage equations

For writing Kirchoff’s loop equations, we have to find the elements involved in a
loop and to see whether they have the same orientation as the circulation associated
with the considered loop. Let us remind that each loopj is characterized by two
elementsk1 andk2, that initiate two separate branches of the loop. These branches
get together at the common ascendant for elementk1 and elementk2. The following
procedure is applied in order to detect all the elements involved in each branch of the
loop:

1. Branch 1 and branch 2 respectively receive elementk1 andk2 as first element

2. Fromparent we get the parentsk′
1 andk′

2 of elementsk1 andk2, respectively

3. While the parents are different, we add elementk′
1 in branch 1 and elementk′

2

in branch 2 and we look for their parents, elementsk′′
1 andk′′

2 , and so on

4. When the same parent is found for both elements, it corresponds to the common
ascendant and the loop is closed. We can associate+1 to the voltage dropsukk

of elements in one branch and−1 for the other branch.

Obviously, when the root of the tree is reached by one branch,the procedure stops
for this branch.

For instance, in figure 5.10.a, a first loop is characterized by nodes 5 and 6 and
their successive ascendants: [4 1 0] and 0 respectively. Figure 5.10.b shows a second
loop characterized by nodes 2 and 4 whose common ascendant isnode 1, as for the
third loop, in figure 5.10.c.
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Figure 5.10: Illustration of the Kirchoff’s voltage algorithm

The three voltage equations are:

u1 + u4 + u5 − u6 = 0
u4 − u2 = 0
u4 − u3 = 0

Note: In this first implementation, we assume that the user provides a description
of independent loops only. Checking for independence of these loopsis straightfor-
ward, via a triangularization procedure similar to the one used for constraint detec-
tion (see section 4.2.2), and will be implemented in future versions of Electran.
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5.4.3 Electran’s Symbolic Implementation

Electran [59] software was developed using the same philosophy as Robotran and
uses the same symbolic kernel. Nevertheless, some additional features were required
by the electrical formalism:

• First, further simplifications, such as common denominatorreduction, related
to the division were implemented. Indeed, this operator is used very often in
the electrical formalism since two systems of equations have to be solved and
matrices are to be explicitly inverted (see chapter 4 for details about the imple-
mented formalism). The symbolic triangularization also extensively uses the
division operator.

• Second, a new triangularization routine was implemented (with line and col-
umn permutation) in order tosymbolicallydetect the presence of constraints6.
This has to be done very carefully since permutations of columns correspond to
variables permutations, what is not an easy task in symbolicprogramming.

As mentioned in section 4.2.3, when applying the coordinatepartitioning approach
to electrical circuits, the choice of dependent variables is not critical and can be au-
tomated; presently, the dependent variables are chosen by selecting the first variable
appearing in each constraint. The complete process always leads to a minimal set of
first-order ODEs, and “fully-symbolic” generation of the latter is possible, what leads
to several advantages:

• The symbolic approach offers the opportunity to select the expressions and to
print only the necessary expressions. In the circuit formalism detailed in sec-
tion 4.2, the resolution of the full algebraic system 4.39, given the algebraic
variablesy and the sources valuesz, is necessary before solving the differential
system of equation 4.42, although only a few variables (wd = Dy) need to be
known. When time simulation is conducted, unnecessary computations can be
putted aside and used in a post-process to compute all the electrical variables.
A similar gain in the computations was already observed withmechanical for-
malisms, when projecting the vector equations onto the joint space. The gain
in mechanics is around 30% [16], while for electrical circuits, the gain is ap-
proximately of 20%. This gain strongly depends on the elements involved in
the circuits and on its structure.

• The symbolic implementation also offers the possibility tomodify parameters
values during the simulation. This feature is very interesting as soon as parame-
ters can change with respect to time or any other variable of the system, what is
the case with electromechanical converters: the mechanical position influences
the electrical parameters. We decided to let the user mastering the evolution of
the parameters values by calling user’s function updating the set of parameters
before dynamic calculations. This is time consuming and theimplementation
could of course be optimized by only updating the non constant parameters.

6The column permutations only concern the matrixA, as mentioned in section 4.2.2
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5.4.4 Electran’s Conventions

The classical circuit theory conventions apply here. Let usnevertheless insist on
the sign convention chosen for our implementation. The positive sign is assigned for
the currents through each element on the basis of the tree representation:the currents
flow from the root (zero voltage node) to the leaves, as shown in figure 5.7. The passive
sign convention is then used to assign the voltage drop positive direction, except for the
sources that use an active sign convention. These active andpassive conventions are
illustrated in figure 5.11, where positive values correspond to the indicated directions.
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Figure 5.11: Electran’s sign conventions: generator (active) signs for voltage sources
(a) and current sources (b) and receptor (passive) signs forresistance, capacitor and
inductor (c)

Permanent magnets can be, from a physical point of view, considered as flux
sources generating fluxes through inductors at their neighborhood. In order to sim-
plify their implementation inside Electran, a permanent magnetk is considered as a
current source of valueis = 1A in series with an inductor. The inductor has mutual
influencesLjk with each inductorj of the circuit. This is shown in figure 5.12.

NS

I = 1[A]

L = 1[H]kk

L =jk öjk(t)

öjk(t)

Ljj

Ljj

Figure 5.12: Modeling of a permanent magnet

The flux produced by the magnet through inductorj is directly related to the mu-
tual inductanceLjk:

ϕjk = Ljkik = Ljk · 1
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This way of modeling permanent magnets was possible thanks to the constraints re-
duction procedure that we implemented. Indeed, connectingan inductor introduces
a supplementary state variable that is constrained by the current source in series, and
thus no additional dynamics is introduced by this supplementary circuit. This model
of permanent magnets was also motivated by the possibility to reuse standard Electran
elements.

5.4.5 Electran’s input

In order to generate the dynamic equations of an electrical system, Electran re-
quires a full description of the circuits involved. Severalcircuits may be involved in
the same model, especially when electromechanical converters are modeled. For ex-
ample, for an electrical motor, an equivalent circuit exists for the stator and the rotor.
These circuits are physically separated but interact through mutual influences. The in-
put file will contain the description of each circuit and the possible mutual influences.
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Figure 5.13: Example of a simple circuit and the corresponding tree-graph

Figure 5.13 shows a very simple circuit and the corresponding tree that will be used
to write the input file. The latter is detailed here for this example and starts with a title
section and three numbersα, nbcircuit andnbmagnet respectively determining:

• whether an electromechanical interaction takes place or not. The electrical sys-
tem interacts with a mechanical system ifα is non zero and the latter then indi-
cates the index of the joint variable influencing the electrical parameters.

In this implementation, we assumed that only one joint variable sm
α influences

the electrical parameters. This is the case most of the time when considering
electromechanical converters which have only one degree offreedom. Con-
sidering more mechanical variables influences could nevertheless be useful and
easily implemented.

• the number of circuits

• the number of permanent magnets
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% Description of the system
%—————————————–
% Electromechanical interaction
0 (α)
%Number of circuit
1 (nbcircuit)
%Number of permanent magnets
0 (nbmagnet)

For each circuitk, the input file details the number of elementsnelem(k) and for
each element, the index of its parent and its type: R, L, C, U orI for respectively a
resistor, an inductor, a capacitor, a voltage source and a current source.

%—————————————–
% Description of circuitk
%—————————————–
%Number of element
5 (nelem(k))
%Element 1
0 (parent index)
U (type of element)
%Element 2
1
R
%Element 3
2
L
%Element 4
3
R
%Element 5
3
C

After describing the elements of circuitk, the loops are described by first giving
their numbernloops(k) and then by describing each loop with the two nodes involved

%Number of loops
2 (nloops(k))
%Loop 1
4
0
%Loop 2
5
0

Eventually, the internal mutual influences are described with firstly their number
nmutint, secondly their type (L or C) and finally the index of the elements influ-
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enced by each other. In the considered example there is no mutual influence and the
description of the circuit ends with the following lines:

% Internal mutual influences inside circuit 1
%Number of influences
0

When several circuits are involved, they are described aftereach other and possible
external mutual influences between circuits are given afterwards.

Examples of input files are given for a three phase induction motor in Appendix
D.2, and for an electromagnetic speaker in Appendix E.2.

5.4.6 Electran’s Global Algorithm

The global algorithm, corresponding to the formalisms discussed in chapter 4, is
shown in figure 5.14, and the different steps are detailed below:

• Electran starts by reading the input file to obtain general information on the
electrical circuits

• Electran generates the algebraic and differential system of equations (respec-
tively 4.39 and 4.44) by filling matricesA, B, C, D, Me andE for the entire
system. Therefore, the program performs the following steps for each circuit
involved in the system:

- Kirchoff’s equations are written, that is 0, 1 and -1 symbols are placed
inside matricesAi andBi.

- Constitutive equations for resistor and sources are written, that is−1 and
R symbols are placed inside matricesAi, Bi andCi

- Constitutive equations for inductors and capacitors are written, that is
L and C symbols are placed inside matrixMe

i , andDL and DC symbols,
respectively representing the derivative of theL andC matrices with respect to
the mechanical variablesm

α participating in the electromechanical conversion,
are placed inside matrixEi. Matrix Di is also filled in by 1 and 0 symbols.

- Possible internal mutual influences are considered and matricesMe
i and

Ei are filled in accordingly.

The Ai matrices are then gathered inside matricesA =




. . . 0 0
0 Ai 0

0 0
. ..


,

and similarlyB, C, D, Me andE for the all system are constructed.

• Possible external mutual influences between the circuits are considered and ma-
tricesMe andE are filled in accordingly.
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Kirchoff’s Equation
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Figure 5.14: Global algorithm for Electran



138 5. SYMBOLIC IMPLEMENTATION

• Electran then checks whether there exist constraints or notby performing the
triangularization procedure discussed in section 4.2.2.

• If constraints are detected, the systems of equations are updated according to
the electrical coordinate partitioning procedure explained earlier (see section
4.2.3).

• Electran solves the algebraic system of equations before the dynamic one.

• Before printing the equations, if some electromechanical interaction exists, the
mechanical torque/force is computed from expression 4.97.

5.4.7 Electran’s output

So far, Electran was designed to produce the minimal set of first order differential
equations to be solved in order to simulate the behavior of the circuit or the machine.
Hence, Electran produces one symbolic function, called “circuit dyn”, that takes the
state variablesw (orwu) and computes the derivative of the state variablesẇ = dw

dt
(or

ẇu), using the circuit based formalism and the electrical coordinate partitioning pre-
sented in chapter 4. The other inputs to “circuitdyn” are the timet and the mechanical
joint variablessm andṡm.

Before doing any computation, “circuitdyn” calls several user functions to update
the parameters values, which can be function of time and/or mechanical variables.
These user functions are also part of Electran’s output and are called:

• “projet Su.*”, which updates the voltage sources values;

• “projet Si.*” , which updates the current sources values;

• “projet R.*” , which updates the resistancesRk;

• “projet L.*” , which updates the self-inductancesLkk;

• “projet DL.*” , which updates the first derivative∂Lkk

∂sm
α

of the self inductances
with respect to the mechanical variablesm

α when electromechanical conversion
takes place;

• “projet LM.*” , which updates the mutual-inductancesLjk;

• “projet DLM.*” , which updates the first derivativedLjk

dsm
α

of the mutual-inductances
with respect to the mechanical variablesm

α when electromechanical conversion
takes place;

• “projet C.*” , which updates the self-capacitancesCkk;

• “projet DC.*” , which updates the first derivativedCkk

dsm
α

of the self-capacitances
with respect to the mechanical variablesm

α when electromechanical conversion
takes place;
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• “projet Fl.*” , which updates the fluxes produced by the permanent magnets
through the inductorsϕjk;

• “projet DFl.*” , which updates the first derivativedϕjk

dsm
α

of the fluxes produced
by the permanent magnets through the inductors with respectto the mechanical
variablesm

α when electromechanical conversion takes place;

Note: Depending on the circuit, only part of these user functions are necessary.

For the example shown in figure 5.13, the output file generatedby Electran in

C-code is shown in figure 5.15. The chosen state variables arew =
(

iL uC

)T
.

As can be observed, the user has to enter the function definingthe value of the
inductances and capacitances but also their derivative with respect to the only me-
chanical variable involved in the electromechanical conversion.

After these parameter updates, the algebraic and dynamic systems are solved, what
leads to the first-time derivative of the electrical state variablesẇ.

As for Robotran, the output format can be chosen between several possibilities
such as Matlab or C syntax.

When an electromechanical interaction exists, “circuitdyn” also computes the
electromechanical forceQem after the resolution of the dynamic system. This can
be observed in the function generated for the electromagnetic speaker in Appendix
E.3.
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//--------------------------------------------
//
// ELECTRAN - Version 2.0
// Author : Laurent Sass
//
//
// ==> Project: circuit
//
//--------------------------------------------

//
// This version includes Matlab and C-code generation

void circuit_Dyn(double t, double *w, double *sm, double *smd)
{

circuit_SU(t, w, sm, smd);
circuit_R(t, );
circuit_L(t, );
circuit_DL(t, );
circuit_C(t, );
circuit_DC(t, );

niy7 = Uin[1]-w[2]-R[1]*w[1];
niy8 = w[2]-R[2]*w[1];
nix8 = -niy8/R[2];
nix5 = Uin[1]-niy7-w[2];
nix4 = -nix5-niy7-w[2];
nix3 = -nix8+w[1];
y[3] = nix3;
y[4] = nix4;
y[5] = nix5;
y[7] = niy7;
y[8] = nix8;

wdy1 = y[7]-DL[1]*w[1];
wdy2 = y[8]-DC[1]*w[2];
wdx2 = wdy2/C[1];
wdx1 = wdy1/L[1];

wd[1] = wdx1;
wd[2] = wdx2;

w, sm, smd
w, sm, smd

w, sm, smd
w, sm, smd

w, sm, smd

Parameter update with function calls

Algebraic System Resolution

Dynamic System Resolution

Figure 5.15: Electran output file for a simple circuit model
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Abstract
In the third part of this thesis, we will demonstrate our ability to deal with complex
multibody systems coupled with electromechanical converters, what wasthe main
objective of this thesis, as explained in the introduction (chapter 1).
Very simple applications are firstly considered, in chapter 6 in order to validate the im-
plementation, especially for the electrical software, and the assembling technique for
electromechanical models. Four electrical circuits and two electromechanical systems
are considered in order to compare our program with other modeling andsimulation
tools. Among these applications, a three phase actuator model is compared with ex-
perimental measurements on a motor to ensure that our models are correct. We end
this validation by considering simple permanent magnets applications.
In chapter 7, two complex industrial applications are considered, which are much more
representative of the systems aimed by this work. The first one consistsof a flexible
barrier used for access control to parking lots. The flexibility of the barrier introduces
several mechanical natural frequencies among which one is close to the frequency of
the source controlling the electrical three phase induction motor driving thebarrier. In
such situations, a tight electromechanical interaction takes place and multidomain re-
fined models are necessary to simulate the system. The second applicationis a railway
bogie also driven by three phase actuators. Railway bogies are typicalapplications in
multibody dynamics but research in this area almost never considers theelectrical
motors coupled with the wheelsets. This was understandable as long as most of them
were driven by DC-motors which have a smooth behavior. Nowadays,DC motors are
sometimes replaced by more robust three phase induction converters inducing much
more torque oscillations during starting and braking phases. It must be checked, by
simulation, whether these oscillations can generate vibrations in the structure, what
could lead to fatigue problems.
We do not want to claim the superiority of our approach but we observedin [60] that
applications such as the flexible barrier or the railway bogie considered here cannot
always be modeled with existing tools.



6

Validation Applications

Contrary to Robotran which has already been validated via many applications and
benchmarks [16, 37], Electran is a new software and a validation of this tool had to
be performed. The simultaneous use of both tools and their interfacing according to
chapter 4 was also verified.

In this research, the Matlab/Simulink environment has beenchosen to solve and
time integrate the generated equations and to analyze the results. It provides robust
and efficient solvers for differential equations and user-friendly post-processing tools
(plots, frequency analysis, etc.). Although the Matlab environment was used, most
of the models were generated in C-Code and compiled as cmex S-functions within
Simulink1. It is important to remind that, according to our strategy, we generate a
global symbolic model outside of any numerical environmentand Matlab/Simulink
only serves as a numerical integration tools. It has the advantage of providing robust
and efficient integration routines for ODE systems.

Figure 6.1 shows the structure of our Simulink projects, that involve only one
dynamic block containing the full symbolic model. Theinitialization blocksimply set
the initial values and retrieve information on the system (number of bodies, number
of electrical elements,...). The input to the dynamical blocks are:

• Qm that denotes the joint forces applied on the system, in addition to those of
electromechanical origin (e.g. controller forces);

1The Matlab environment is quite slow and compiling the models drastically reduces the computation
time.

143
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• smucthat denotes the time evolution of possible driven mechanical joints (e.g.
crank constant velocity rotation);

• GenInputthat offers a scalar input that can be used for general purpose;

• ElecInputthat represents the electrical sources time evolution.

The Simulink dynamic block returns the electrical variables (ElecV ar), which are the
voltage drop and current associated with each element, and the mechanical variables
(joint coordinates) at position (sm), velocity (smd) and acceleration (smdd) level.

Figure 6.1: Simulink project for electromechanical MBS

To validate the electrical model generator Electran, different pure electrical cir-
cuits have been tested. The simulation results have been compared to those obtained
with the well-known electrical circuit simulation tool: PSpice software2. The Power
System Blockset3 developed by Mathworks, Inc. for modeling electrical devices with
Simulink was also used.

Two electromechanical systems are used for testing the electromechanical inter-
connection. The second one involves comparison with an experimental test bench.

Let us mention that when comparing the results from different modeling tools, we
always use the same numerical values for the different models. Hence, the results
should perfectly match (at the numerical integration precision). When possible, this
was verified but the plots given below will always present thecurves obtained with the
different tools, sometimes superimposed to show that no differences exist.

2http://www.orcad.com
3http://www.mathworks.com
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6.1 Electrical Circuit Examples

We start with a very simple RLC filter to illustrate how to use Electran and how
the generated equations can be integrated afterwards usingMatlab/Simulink. We then
continue with two circuits involving constraints. We end this validation on purely
electrical systems by considering a circuit with variable resistance, to illustrate the
benefits of the symbolic approach.

6.1.1 Example 1 - RLC 2nd order filter

Description The considered circuit is represented in figure 6.2. It was already used
throughout the description of the computer implementationin chapter 5.
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Figure 6.2: Example 1: RLC filter and the corresponding tree-graph

The values for the different parameters are:

R1 = 5 Ω
R2 = 7 Ω
L = 2 mH
C = 3 µF
U = 12 V

This circuit contains two loops and involves two state variablesw =

(
iL
uC

)
,

which are independent since there exists no loop of capacitors and no cutset of induc-
tors.
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Model The dynamic equations of this simple system can be easily written by hand.
Starting from the five Kirchoff laws:

V = uR1 + uL + uR2

uR2 = uC

is = iR1

iR1 = iL
iL = iR2 + iC

and the constitutive equations:

uR1 = R1 iR1 ;
d (LiL)

dt
= uL

uR2 = R2 iR2 ;
d (CuC)

dt
= iC

we obtain

d (LiL)

dt
= V − R1iL − uC

d (CuC)

dt
= iL − uC

R2

These equations can be rewritten in terms of the state variable vectorw:

dw(1)

dt
=

1

L

(
V − R1w(1) − w(2) − dL

dt
w(1)

)

dw(2)

dt
=

1

C

(
w(1) − w(2)

R2
− dC

dt
w(2)

)

Electran was used to generate the dynamic equations that areshown in figure 5.15.
They can be rewritten as:

wd[1] = (vs[1] − w[2] − R[1] ∗ w[1] − DL[1] ∗ w[1])/L[1];
wd[2] = ((−(w[2] − R[2] ∗ w[1])/R[2]) − DC[1] ∗ w[2])/C[1];

which are identical to those previously obtained by hand.

Results We simulated the transient response when switching on the voltage source.
The initial conditions are:

w0 =

(
0
0

)
(6.1)

In steady state, inductor and capacitor respectively correspond to short-circuit and
open circuit. The steady state circuit is thus characterized by

is = 1A; V = 12V
iR1 = 1A; uR1 = 5V
iR2 = 1A; uR2 = 7V
iL = 1A; uL = 0V
iC = 0A; uC = 7V
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Figure 6.3 shows the currents flowing through the inductoriL (plots a and b) and
the capacitoriC (plots c and d). Plots a and c were obtained using Pspice whileplots
b and d were obtained using Electran and Matlab ode45 function as time-integrator
(based on the Runge-Kutta method).

The results match perfectly and the simulation time is around 0.24 seconds with
our approach.
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Figure 6.3: Example 1 - Comparison of simulation results:iL (plots a and b),ic (plots
c and d)
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6.1.2 Example 2: circuit with one constraint

Description The considered circuit is represented in figure 6.4.
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Figure 6.4: Example 2 - Simple circuit with one constraint (a) and the corresponding
tree (b)

The values for the different parameters are:

U1 = 12 V
U2 = 10 V
R1 = 5 Ω
R2 = 10 Ω

L1 = 10 mH
L2 = 30 mH
L3 = 50 mH
C = 8 mF

Model The tree representation of the circuit of figure 6.4.a is given in figure 6.4.b.
According to our formalism (see section 4.2), there are fourstate variables for this
circuit: iL1, iL2, iL3 and uC . The structure of the circuit is such that a constraint
exists between these state variables. Electran automatically detects the presence of
this constraint (triangularization procedure, see section 4.2.2), whose expression is
automatically derived as:

iL1 − iL2 + iL3 = 0 (6.2)

This expression can also be obtained by cutting the circuit through the three induc-
tors and writing the corresponding cutset equation, as donein linear graph approach.

Since we decided to avoid the mix of differential and algebraic equations because
of numerical problems that can appear with time integrationof DAE systems, the
constraint is automatically eliminated by selectingiL1 as dependent variable: there
remains only three differential equations. This automaticreduction of the system of
equations is achieved symbolically, on the basis of the coordinate partitioning tech-
nique presented in section 4.2.3, what reduces the number ofnumerical operations
and results in shorter computation times.
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Let us point out that the Power Block Set developed for Matlab/Simulink does not
accept to model this kind of electrical circuits, because ofthe constraint.

Results The transient response of the circuit has been simulated with PSpice and
Electran. The results are presented in figure 6.5 where we decided to plot the current
through inductorsL2 andL3. Once again, our results match with those obtained using
Pspice and the simulation time is around 0.8 seconds with ourmodel.
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Figure 6.5: Example 2 -iL2 andiL3 time history

The constraint has been plotted in figure 6.6. We should obtain 0 during the
simulation, what is the case for Electran (at computer double precision accuracy
≈ 10−15A) but not exactly with Pspice (≈ 10−7A). No information could be found
about the integrator precision used by Pspice, so that no further explanations can be
given.
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Figure 6.6: Example 2 - Constraint violation
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6.1.3 Example 3: triangle circuit

Description The considered circuit is represented in figure 6.7.
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Figure 6.7: Example 3

The values for the different parameters are:

R1 = 2 Ω
R2 = 3 Ω
R3 = 15 Ω
R4 = 12 Ω
R5 = 7 Ω
R6 = 8 Ω

L1 = 0.1 mH
L2 = 0.7 mH
L3 = 0.9 mH
C1 = 0.02 Ω
C2 = 0.03 Ω
C3 = 0.05 mF

Model Despite the presence of 6 dynamic elements (3 inductors and 3capacitors),
only 4 independent differential equations will be obtainedthanks to our automatic
detection and reduction of the constraints. The latter are:

iL1 + iL2 + iL3 = 0
uC1 − uC2 − uC3 = 0

(6.3)

The procedure, based on the coordinate partitioning presented in section 4.2.3,
being fully automatized, we must only specify the elements and their interconnection.
Electran then generates the reduced set of ODEs in terms of the independent variables.
This procedure always leads to the minimal number of ODEs.
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Results The sourceU will be switched on:U = 12V , at time t = 0, and the
transient response of the circuit is simulated using PSpiceand Electran. Results are
identical, as shown in figure 6.8 where we plotted the currents through inductorsL2

andL3.
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Figure 6.8: Example 3 -iL2 andiL3 time history

The voltage and current constraints have also been computed. In the present case,
they are perfectly satisfied (=0) either with our approach orwith PSpice.

6.1.4 Example 4 - Class-E Amplifier

The benchmark presented in this section was proposed by the Vienna University
of Technology, more precisely by the Simulation DepartmentSimtech, but is extracted
from [43]. A detailed description of the benchmark is available on their web page that
also provides many different solutions proposed by researchers around the world4. A
copy of the benchmark description and of three solutions proposed by Breitenecker
[8], Viertl [74] and Rada [50] are provided in Appendix B.

Description The considered circuit is represented in figure 6.9. It contains a time
dependent resistorR(t). The equations being generated symbolically, time-dependent
parameters can be easily updated at each computation via calls to user functions at the
beginning of each model evaluation.

The values for the different parameters are:

L1 = 79.9 µH
L3 = 232 µH
C2 = 17.9 nF
C4 = 9.66 nF
RL = 52.4 Ω
U1 = 5 V

4http://eurosim.tuwien.ac.at/comparisons/c3/definition/c3def.html
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R(t) C2

U

L1 L3 C4

RL

Figure 6.9: Example 4 - Class-E Amplifier

The time dependent resistorR(t) models the active device acting as a switch with
an ON-resistance of0.05Ω and an OFF-resistance of5MΩ. The evolution ofR(t) is
shown in figure 6.10, whereTRF denotes the rise/fall time.

OFF ON

R(t)
( )Ù

TRF 5e-6 10e-6 t (s)

5e-2

5e+6

Figure 6.10: Example 4 - Evolution of the time-dependent resistance

Model The model was easily generated with Electran in which resistor R was mod-
eled as a time-varying element, with the following user function (in C code):

void circuit R(double t, double *w, double *sm, double *smd){
double tsim = t;
double trf = 1e-15;

while(tsim>=10e-6) tsim = tsim-10e-6;

if (tsim<=trf) R[1] = (5.0e6-5.0e-2)/trf*tsim+5.0e-2;
else if (tsim<=5e-6) R[1] = 5.0e6;
else if (tsim<=(5e-6+trf)) R[1] = -(5.0e6-5.0e-2)/trf*tsim+5.0e6;
else if (tsim<=10e-6) R[1] = 5.0e-2;

R[2] = 52.4;
}
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Time-varying elements are necessary as soon as electromechanical actuators are
considered. The three phase actuator considered later on isanother example where
parameters vary with time and more precisely depend on the mechanical configuration.

Because of the very fast commutations between the ON and the OFF states, this
system is also very demanding from a numerical point of view:robust and efficient
integrators are necessary.

Results The benchmark proposes to first analyze the transient response. Figures
6.11 and 6.12 represent the evolution of the current throughthe time dependent resistor
R(t) and the voltage drops across the capacitors, respectively.Plots a were obtained
by Breitenecker [8] (see appendix B) and are very similar to plots b, where our results,
obtained with Electran, are shown. The latter are also similar to those proposed by
Viertl [74] and Rada [50] (see Appendix B).

Our computation time for the transient simulation (figures 6.11 and 6.12) was
around 2 seconds (with a processor PIII at 600MHz). Breitenecker did not provide
information about his simulation time but Viertl [74] and Rada [50] respectively an-
nounce 20 seconds and 35 seconds with a little bit slower computers (Celeron 500
MHz and PII 400MHz) (see appendix B). As mentioned by Rada, calling a function
at each time step to update the resistance value is time consuming. In our method,
thanks to our symbolic approach, we can generate C-code thatcan be compiled, even
within the Matlab environment, making our models much faster. This illustrates the
intrinsic portability of the symbolic approach.

Steady-state simulations have also been conducted and led to figure 6.13, which
represents the phase plane curves ofdil3

dt
as a function ofil3 for different values of

the rise/fall timeTRF : 10−7s, 10−9s, 10−11s and10−15s. This was requested by
the benchmark’s authors in order to highlight the difference appearing in the steady-
state phase plane curve forTRF = 10−7s. Once again the results from Electran and
Breitenecker’s solution are very similar.
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Figure 6.11: Example 4 - Evolution of the currentiR through the time-varying resistor
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Figure 6.12: Example 4 - Evolution of the voltage drop acrossthe capacitorsuC1 and
uC2

−0.2 −0.15 −0.1 −0.05 0 0.05 0.1 0.15
−12

−10

−8

−6

−4

−2

0

2

4

6

8
x 10

4

I
L3

dI
L3

/d
t

TRF = 1e−15 (s)
TRF = 1e−11 (s)
TRF = 1e−9 (s)
TRF = 1e−7 (s)

(a) Breitenecker (b) Electran

Figure 6.13: Example 4 - Full cycle in steady state
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6.2 Scara Robot Driven by DC Motors

Description This benchmark was also proposed by the Vienna University ofTech-
nology. It consists of a Scara type robot (see figure 6.14), whose joints are driven
by DC-motors5. The two first joints are revolute, with parallel axes aligned with the
Z-axis. The third joint is prismatic along the Z-axis. A fulldescription of the robot is
given in appendix C.

è2=

è1=

D2

D1

x

y

Joint 2

Joint 3

Joint 1

Figure 6.14: Electromechanical Example - A 3 d.o.f. Scara robot

Model The three DC-motors driving the robot were modeled on the basis of the
equivalent circuit represented in figure 6.15. Theemfi voltage source represents the
electromotive voltage, function of the joint velocityṡm

i , whereṡm
i = θ̇i for i = 1, 2.

It was modeled as a velocity dependent voltage source:emfi = kTi ∗ ṡm
i . Similarly

to what was done in example 4, a user function is used to define the dependency
of the voltage source. The electromechanical torquesQj = kTj iLj are applied as
joint torques on the mechanical multibody subsystem, consisting of 3 interconnected
bodies: the two arms and the tool of the robot, as indicated infigure 6.15.

Electran generates the following dynamic equation for eachof the motor:

L
diLi

dt
= Ui − emfi − RiiLi wherei = 1, 2 or 3 (6.4)

The benchmark imposes extreme values for the electromechanical torque, pro-
portional to the current through the motor, and thus the current has to be limited to
extreme valuesimax and−imax (see the benchmark definition in appendix C). In
order to take into account the effects of this limitation, wehave to imposedili

dt
= 0

either when the currentili reachesimax and wants to keep raising (dili

dt
> 0) or when

it reaches−imax and wants to keep lowering (dili

dt
< 0). The computation ofdili

dt
was

5http://eurosim.tuwien.ac.at/comparisons/c11/definition/c11def.html
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Figure 6.15: Scara robot - DC-motor equivalent circuits andMBS structure

thus complemented as follows:

dili

dt
= 1

Li
Ui + emfi − Riili ( generated by Electran)

if ( |ili| >= imax & ( |ili|
ili

· dili

dt
) > 0)

dili

dt
= 0;

(6.5)

A simple PD controller is coupled with each motor in order to control the motion
of the robot. This controller is modeled directly in the voltage source constitutive
equation and is implemented in the user function updating the source value:

Ui = Pi(s
m
di − sm

i ) − Diṡ
m
i (6.6)

wherePi andDi are the proportional and derivative gains, respectively, andsm
di is the

desired position. The output of the controller, which is theinput voltage to the motor,
is limited by a maximum valueUimax (see the benchmark definition in appendix C).

Note: The controller has been modeled withtin the constitutive equation of the
voltage source. Nevertheless, control engineer usually consider the controller as
a distinct unit. This would be possible with our approach, but the risk of non-
synchronized evaluations of the model and the controller output exist.

Results According to the benchmark definition, a point-to-point motion was simu-
lated, starting fromsm

1 = sm
2 = sm

3 = 0 to sm
1 = sm

2 = 2 rad, sm
3 = 0.3m.

Figure 6.16 shows the time evolution of the position computed with Electran’s
model and the approach based on block diagrams, proposed by Scheikl and Lingl [61].
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Figure 6.17 shows the evolution of the currents flowing through the actuators. Our
results perfectly match those from Scheikl and Lingl. Forsthuber and Ecker proposed
a solution which uses Modelica [21]. Their results are identical to those shown here
and are given in Appendix C, together with Sheikl and Lingl’ssolution.
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Figure 6.16: Scara Robot - Evolution of the joint positions
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Figure 6.17: Scara Robot - Evolution of the currents throughthe motors

6.3 Three phase induction motor

6.3.1 Description of the system

For this example, we decided to compare our simulation results with measure-
ments on an experimental bench. The latter simply consists of a three phase asyn-
chronous motor feeded by the three phase network through an industrial control unit:

• The motor is a 370W three phase induction motor with squirrelcage rotor. It is
characterized by a very high statoric resistance as we shallsee later on.
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• The control unit is a Microverter D2.5, builded by AEG. It consists of a three
phase inverter connected to the network. This inverter produces Pulse Width
Modulation (PWM) signals for a U/F control, which is an equilibrated set of
three phase voltages characterized by a frequency rising fromfmin tofmax over
Tr seconds, as shown in figure 6.18. In the same time, the voltageamplitude
rises from 0 toVmax.

Time t [s]

F
re

q
u
en

cy
 f

 [
H

z]

fmin

fmax

Tr0

Figure 6.18: U/F control strategy: frequency ramp

The rising timeTr and the maximum voltage amplitudeVmax can be adjusted
by means of five parameters: the maximal and minimal frequenciesfmax and
fmin, the absolute maximal frequencyfabs, the frequency at which the maxi-
mum value is reachedfv and the absolute rising timeTabs. The relations relat-
ing these parameters are:

Tr =
fmax − fmin

fabs − fmin

Tabs

Vmax =
fmax − fmin

fv − fmin

∗ 380V

As shown in figure 6.19, a DC-motor was coupled to the induction motor in order
to emulate an additional load (inertia and friction).

Note: A flexible coupling was introduced between both motors in order to correct
possible misalignement of their axes. It was not considered in our model of this
bench.

DC motor

Flexible coupling

Three phase
actuator

Dynamometer

Figure 6.19: Our experimental bench
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Several sensors are implemented on this bench. First, the motor is linked to a
dynamometer to measure the axle angular velocity. Secondly, two current pinches are
used to measure the current through two phases of the motor.

6.3.2 Electrical model

The model of the three phase induction motor is based on a well-known equivalent
circuit representation, shown in figure 6.20. In this equivalent circuit a star-star con-
nection is assumed at the stator and at the rotor. For modeling the squirrel cage effect,
the rotor phases are short-circuited.

Rr1

Rr2

Lr1

Lr2 Lr3

ROTOR

Rr3

Rs1

Rs2

Rs3

Ls1

Ls2 Ls3

us1

us2

us3

STATOR
Msr

Figure 6.20: Stator and rotor equivalent circuit of a three-phase actuator

Both circuits are characterized by self and mutual induction effects and mutual in-
duction influences take place between the two circuits. A full matrix L of inductances
relates the currents and the fluxes through the inductors:

ϕl =




ϕl
s1

ϕl
s2

ϕl
s3

ϕl
r1

ϕl
r2

ϕl
r3




= Lil =




Ls Ms Ms

Ms Ls Ms

Ms Ms Ls

Msr

MT
sr

Lr Mr Mr

Mr Lr Mr

Mr Mr Lr







ils1
ils2
ils3
ilr1
ilr2
ılr3




(6.7)
The mutual induction effects are responsible for the electromechanical interaction

taking place in this machine and the mutual inductancesMsr between the rotor and
the stator is classically assumed to vary sinusoidally withrespect to the rotor electrical
positionθem = pθm, wherep = 2 is the number of pairs of poles andθm is the rotor
angular position:

Msr =




Msrsin(θem) Msrsin(θem + 2π
3 ) Msrsin(θem + 4π

3 )
Msrsin(θem + 4π

3 ) Msrsin(θem) Msrsin(θem + 2π
3 )

Msrsin(θem + 2π
3 ) Msrsin(θem + 4π

3 ) Msrsin(θem)




(6.8)
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Let us already point out that in our implementation, the sinusoidal behavior of the
motor is not mandatory and matrixMsr might be different from 6.8, depending on the
construction of the motor.

Another simplified equivalent circuit for three phase induction electromechanical
converters is shown in figure 6.21, whereLµ is called themagnetization inductance.
It is based on the assumption that the motor is characterizedby perfectly sinusoidal
mutual inductancesMsr, as given in 6.8. In steady-state, the currents and voltagesin
the different phases are sinusoidal and phasers notation may be used as in figure 6.21,
in which u∞, is andi′r = kir respectively represent the network voltage phaser, the
statoric current phaser and the rotoric current observed from the stator. The latter is
proportional to the rotoric current with gaink determined by the windings at the stator
and the rotor. In figure 6.21,γ = ω∞−θ̇em

ω∞

denotes thesliding, which is the relative

difference between the rotation speed of the rotorθ̇em and thesynchronous speedω∞.
ResistanceRp represents themagnetic losses6.

(1- )/ R’ã ã r

R’r

u
¥

lcs l’cr

Lì

Rs

iS i’r

Rp

Figure 6.21: Simplified equivalent circuit of the three phase actuator

In the case of squirrel cage motor, it is impossible to make measurements of equiv-
alent rotoric quantities and several common assumptions may be stated:

• It is common to assume the ratiok equal to 1.

• It is experimentally impossible to distinguish between thelinkage inductances
lcs andlcr and we assume that linkages are equally shared out between the rotor
and the stator andlcs = lcr.

For classical design of a three phased machine, it is possible to show that [25], if
the flux distribution is sinusoidal,Ms = − 1

2Ls andMr = − 1
2Lr.

The electrical parameters appearing in both equivalent circuits (figure 6.21 and

6also referred to asiron losses. It englobes losses due to hysteresis in the magnetic materials and
Foucault currents.
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figure 6.20) are correlated by the following relationship [25]:

l′cr = lcr

R′
r = Rr

Xf = ω∞ (lcr + lcs)

Lµ =
3

2
Msr (6.9)

Lcr = Lµ + lcr

Lcs = Lµ + lcs

Lcr = Lr − Mr =
3

2
Lr

Lcs = Ls − Ms =
3

2
Ls

in whichω∞ represents the network phase equal toω∞ = 2π f∞. All these relations
make it possible to pass from the equivalent circuit of figure6.20 to the simplified
phaser equivalent circuit of figure 6.21, and vice-versa.

Comparing the equivalent circuits of figures 6.20 and 6.21, we observe that the
second one does not involve constraints, while the first one introduces 2 constraints
between the state variablesw =

(
ils1 ils2 ils3 ilr1 ilr2 ilr3

)T
. For this reason,

most of the tools simulating electromechanical three phaseconverters use the phaser
representation of figure 6.21, but are restricted to motors with sinusoidal flux distri-
bution. Other approaches for modeling three phase machineswithout constraints use
the Concordia and Park transformations [25]. As for the phasers representation, these
are based on the assumption that the device has an ideal sinusoidal behavior, what
is not always the case in today’s designs. The Power System Blockset developed by
Mathworks for Simulink is based on these last transformations.

In our modeling approach, thanks to our constraints reduction procedure, we are
not bothered by the star-star connection creating these constraints, and we can start
from the equivalent circuit of figure 6.20. This means that weare not forced to assume
a sinusoidal behavior of the machine to simplify or reduce the equivalent circuit.

Note: In this validation, in order to compare our results with the Power System
Blockset from Mathworks, we assumed a sinusoidal distribution of the flux.

The tree graph given as input for Electran is represented in figure 6.22.

As pointed out before, because of the star-star connection,there exist two con-
straints between the state variables:

ils1 + ils2 + ils3 = 0 (6.10)

ilr1 + ilr2 + ilr3 = 0 (6.11)
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Figure 6.22: Electran’s tree graph representation of the three phase motor

The independent state variableswu automatically selected by Electran are:

wu =




ils2
ils3
ilr2
ilr3


 (6.12)

6.3.3 Parameter identification

In order to compare the simulation results with the experimental measurements, it
is necessary to identify all the parameters of the model, especially the motor parame-
ters:Rs, Rr, Ls, Lr, Ms, Mr andMsr.

Classical identification procedures for three phase induction motors give estima-
tion of the parameters for the phasers equivalent circuit offigure 6.21:Lµ, Rp, Lcr,
Lcs, R′

r andRs. Therefore, two experiments are conducted [66] after measuring the
statoric resistanceRs = 68.8Ω directly between the connections:

• the open shaft experiment (γ ' 0) to identifyLµ andRp

• the locked rotor experiment (γ = 1) to measureR′
r, lcs, andlcr.

The identified values for the phaser equivalent circuit are:

Lµ = 3.0636 (H)
Rp = 1.194 104 (Ω)
R′

r = 8.18 (Ω)
lcs = 0.1229 (H)
lcr = 0.1229 (H)

(6.13)
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Note: More details about this classical identification method [66] can be found in
appendix D.

Replacing the identified values 6.13 in relations 6.9, we obtain an estimation of
the parameters for our model, see figure 6.20:

Rs = 68.8 (Ω)
Rr = 8.18 (Ω)
Ls = 2.204 (H)
Lr = 2.204 (H)
Ms = −1.102 (H)
Mr = −1.102 (H)

Msr = 2.04 (H)

(6.14)

The mechanical load of the motor simply consists in a constant inertia and friction.
The equivalent inertia of the rotating pieces was identified: I = 0.0012Kg m2. Fric-
tion has been introduced in the model by means of an equivalent viscous torque. The
equivalent viscous friction coefficientd = 0.002Ns/m was identified on the basis of
a first set of measurements as explained in the following section.

6.3.4 Comparison between simulation and experimental results

Validation of the identified values The identification procedure described above
led us to estimated values of the parameters appearing in ourmodel. In order to vali-
date these values, we compared our simulation results and experimental measurements
with the following settings for the unit control:

Tabs = 1s
fabs = 120Hz

fv = 50Hz
fmin = 0Hz
fmax = 50Hz

With these settings, the frequency linearly rises from 0Hz to 50Hz over 50
120 s.

Over the same time, the source amplitude rises from 0V to 380V .

Comparing the measurements with the simulation results, wecould adjust the elec-
trical parameters and the viscous friction coefficientd for the model. The latter was
determined by comparing the steady-state currents magnitudes, directly related to the
steady-state torque, which is equal to the friction torque.
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The final set of value is given below:

Rs = 68.8 (Ω)
Rr = 20.45 (Ω)
Ls = 2.414 (H)
Lr = 2.414 (H)
Ms = −1.162 (H)
Mr = −1.162 (H)

Msr = 2.05 (H)
d = 0.002 (Ns/m)
I = 0.0012 (Kg m2)

(6.15)

Except for the rotoric resistanceRr, the electrical parameters were slightly changed
(less than 10% of variation with respect to the identified values 6.14). Since we as-
sumed thatk = 1, the rotoric resistanceRr is equal toR′

r. As explained in Appendix
D, the latter is estimated as the difference between two measured entities, which are
quite larger thanR′

r. Its estimation is consequently far from being precise and large
changes are not surprising.

Figure 6.23.a shows the comparison between the measured currents (continuous
curve) and the simulated ones (dotted curve). As one can see,the curves are very
similar. The simulated curve indicates a higher level of current before the measure-
ments. This can be explained by a non-ideal frequency ramp atthe output of the unit
control. This is confirmed by figure 6.23.b which shows the rotor velocity. One can
see that the measured velocity does not rise as fast as the simulated one. It was not
possible to directly measure the output voltage of the control unit (it is a pulse width
modulated signal with average value equal to the output voltage), but it seems that the
actual frequency ramp starts more smoothly than that of the model.
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Figure 6.23: Experimental comparison withfmax = 50Hz andTabs = 1s

The same motor was also simulated using the Power System Blockset from Math-
works, Inc., and the corresponding simulation results are almost identical to those
obtained with Electran. This is shown in figure 6.24 that compares the currents and
velocities from both tools.



6.3. THREE PHASE INDUCTION MOTOR 165

0 0.2 0.4 0.6 0.8 1
−1

−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

Time t [s]

S
ta

to
ric

 c
ur

re
nt

 [A
]

Power Block Set
ELECTRAN

0 0.2 0.4 0.6 0.8 1
0

20

40

60

80

100

120

140

160

Time t [s]

A
ng

ul
ar

 v
el

oc
ity

 [r
ad

/s
]

Power Block Set
ELECTRAN

(a) (b)

Figure 6.24: Comparison between Electran and Power System Blockset (fmax =
50Hz andTabs = 1s)

Comparison between the model and the measurementsNow that our parameters
have been adjusted (see values 6.15), we can compare simulation results and experi-
mental measurements for different starting phase with different settings of the control
unit. Figures 6.25, 6.26 and 6.27 show a good concordance between the model and
the measurements.

Figure 6.28 indicates conditions for which the simulation results and experimental
measurements do not correspond. Nevertheless, when using the Power System Block-
set, simulation results are not better, as shown in figures 6.29 and 6.30. The latter
shows the difference between the statoric currents obtained with both tools, which
remains below the numerical integrator precision (10−7).

The differences appearing with the measurements may be due to several non-ideal
effects not taken into account in the model:

• non-sinusoidal flux distribution

• saturation of the magnetic material

• magnetic losses associated with hysteresis phenomenon andFoucault current

• skin-effect

Magnetic losses and skin-effect are usually negligible andhave to be considered
only in very specific cases. We doubt that saturation is the explanation of the observed
differences since the starting phase shown in figures 6.28 and 6.29 is smoother than
the previous ones. A non-sinusoidal flux distribution mightexplain the differences.
Indeed, differences are observed for a much slower rotation, at which the flux distri-
bution has more influence.

Assuming that a non-sinusoidal behavior has to be modeled, tools such as the
Power System Blockset, become less suitable, because basedon the assumption of
sinusoidal flux distribution, while our approach allows forconsidering any flux distri-
bution.
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Figure 6.25: Comparison withfmax = 50Hz andTabs = 2s
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Figure 6.26: Comparison withfmax = 30Hz andTabs = 1s
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Figure 6.27: Comparison withfmax = 30Hz andTabs = 2s
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Figure 6.28: Comparison withfmax = 10Hz andTabs = 1s
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Figure 6.29: Comparison between Electran and Power System Blockset (fmax =
10Hz andTabs = 1s)
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6.4 Permanent magnets applications

As explained in section 5.4.4, when permanent magnets are involved in electrome-
chanical converters, they induce a position dependent flux through the windings of the
coils involved in the electrical subsystem.
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Figure 6.31: Electromagnetic speaker and the corresponding subsystem models

6.4.1 Example 1: Electromagnetic speaker

As a first example, let us consider the electromagnetic speaker7 shown in figure
6.31. A coil is attached to an elastic membrane and is allowedto slide along a magnetic
core. The flux induced by the permanent magnet will vary with the positionx of the
coil along the core.

The electrical subsystem consists of an equivalent circuitof the windings, with
a resistanceR serially connected to an inductanceL, coupled with the permanent
magnet. The inductanceL and the fluxϕ due to the magnet through the windings
vary with the relative positionx as follows:

L = α (β + γ x)
ϕ(x) = φ0 (le − x)

(6.16)

wherele is defined in figure 6.31 as the axial length of the air-gap, andα, β, γ and
φ0 are constants taking into account the material and geometrical properties of the
speaker. Detailed expressions are given in Appendix E, where the input file to Electran
and the generated equations are also given.

The mechanical subsystem consists of a simple damped spring-mass system with
damping coming from viscous friction. The mass is equal to the total mass of the
mobile parts while the stiffness is the equivalent stiffness of the elastic membrane.

7http://www.lei.ucl.ac.be/multimedia/Convertisseurs/chapitre 2/labos/HautParleur/enonce.htm
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More complex mechanical model could be considered but our goal is to show that we
are able to model permanent magnets and not to precisely model the behavior of the
membrane.

The spring-mass system is excited by an electromagnetic forceFmag whose ex-
pression can be found as (see equation 3.174):

Fmag =
∂W ∗

m

∂x
=

1

2

∂L(x)

∂x
(iL)

2
+

∂ϕ(x)

∂x
iL (6.17)

The numerical parameters for this application can be found in Appendix E.1.
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Figure 6.32: Electromagnetic speaker - Simulation resultswith Electran

Figure 6.32.a shows the position of the coil when connected to a 200Hz voltage
source. As one can see, the membrane vibrates at 200Hz, with an additional oscil-

lation at a frequency corresponding to12π

√
k
m

∼= 2.25 103Hz. Figure 6.32.b shows
the current flowing through the windings under the same conditions. The mechani-
cal oscillation at2.25 103Hz is not transmitted to the electrical circuit for two main
reasons:

1. the electrical resistor has an impedance which is much higher than the one of
the inductor;

2. the mechanical oscillation has a very small magnitude anddoes not produce
significant flux variations.
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6.4.2 Example 2: Three-phase step motor
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Figure 6.33: Schematic of the permanent magnet synchronousmotor

Figure 6.33 shows a schematic representation of the considered motor. The stator
is composed of windings identical to those of the three-phase induction motor studied
before, and the rotor simply consists of a permanent magnet.The equivalent circuit is
simply obtained by replacing the rotor in figure 6.20 by a permanent magnet.

The working principle of this kind of machine is based on the fact that the magnet
prefers to be in line with the active windings. Feeding sequently the different windings
forces the magnet to move from one position to the other.

The fluxesϕ flowing through the windings is given by:

ϕ =




ϕa

ϕb

ϕc


 = ϕ0 + Lil (6.18)

whereϕ0 represents the flux due to the permanent magnet,L is the self and mutual

inductance matrix andil =




ila
ilb
ilc


 is the array of currents through the inductors.

From [25], we get the expression ofϕ0 andL as function of the electrical angular
positionθem = p θm wherep is the number of pairs of poles andθm is the angular
position of the rotor,

ϕ0 = φ0




cos (θem)
cos

(
θem − 2π

3

)

cos
(
θem − 4π

3

)


 (6.19)
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L =




L0 M0 M0

M0 L0 M0

M0 M0 L0




+L2
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3

)
cos

(
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3

)

cos
(
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3

)
cos

(
2θem − 4π

3

)
cos (2θem)

cos
(
2θem − 4π

3

)
cos (2θem) cos

(
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These expressions ofL andϕ0 have to be introduced by the user within the user
functions generated by Electran.

One possible control for such an actuator imposes the three phases to be active af-
ter each other. This control is shown in figure 6.34.a and the resulting rotor position is
shown in figure 6.34.b. The mechanical load is simply a constant inertia with viscous
friction.
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Figure 6.34: Synchronous permanent magnet motor - Simulation results with Electran
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7

Industrial applications

7.1 Parking Gate System

Figure 7.1: Picture of the mechanism driving the barrier

As shown on figure 7.1, we propose to model and simulate the behavior of a park-
ing gate system [58].

During a visit of the installations of Automatic Systems S.A, a company that,
among other things, build parking gates, it appeared that the design simply consists in
finding the best combination of motor and gearbox for a given barrier, depending on
the length and material of the barrier but also on the on-siteconditions, notably the

173
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opening-closing times. A trial-error process is performeduntil compromise is reached
between the vibrations inside the barrier and the opening and closing times. Replacing
this process by a faster model based design was our first motivation.

This study was also interesting for the tight electromechanical interaction taking
place. Indeed, the flexibility of the barrier is not negligible because of its lanky shape
and one of its natural frequencies is close to the frequency of the electrical network to
which the motor is plugged in.

7.1.1 Description of the system

As shown in figure 7.2, the parking gate involves a barrier, consisting of a flexible
beam, actuated by an asynchronous three-phase induction actuator through a six-bar
mechanism and a gearbox. A spring is used to counteract the weight of the barrier.

Actuator

Barrier

O =G1 1

P1

G2

P2

P3

P4 P5

G3

G4

G5

P6

O3

O2

Î2

Î3

èm

Figure 7.2: Components and structure of the parking gate system

The barrier is a3m long aluminum beam with the cross section shown in figure
7.3.

The dynamic properties of the barrier are:

Young modulus: E = 72 · 109 N/m2;
Density: ρ = 2700 kg/m3;

Cross sectional moment of inertia:Iyy = 0.12315 · 10−6 m4;
Mass: m = 2.682 kg;

(7.1)

The spring is characterized by a stiffnessK = 13000N/m and a natural length
l0 = 0.39m.

The six-bar mechanism was designed in such a way that the barrier is horizontal
when pointP1 is at the upper position and vertical whenP1 is at the lower position
(see figure 7.2). By this way, one turn of the gearbox output rotor axle corresponds to
one opening-closing cycle.

The behavior of the barrier will be analyzed for different gearbox ratios: 1
53 , 1

16
and 1

1 .
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53.3mm

8
0

m
m

1.4mm

Î1

Î3

Figure 7.3: Cross section of the barrier

The actuator is a three phase induction motor similar to the one used in the pre-
vious experimental bench of section 6.3. A star-star configuration, as shown in figure
6.20, is assumed with a short-circuited rotor, and the matrices of inductance are iden-
tical to those given in 6.7 and 6.8.

7.1.2 Parking Gate Model

7.1.2.1 Flexible barrier model

According to the finite segment approach proposed by Huston [27], the beam is
modeled as a series of identical segments connected together by equivalent revolute
springs, as illustrated in figure 7.4. In [27], Huston proposes the following formula to
calculate the equivalent stiffnessKeq of a beam subjected to bending:

Keq =
E · Iyy

l
(7.2)

wherel is the length of the segments.

body ( )k-1
body k

body (
)

k+1

Q =-Kk eq kè

èk

Figure 7.4: Finite segment model of a flexible beam
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This lumped approach allows to use rigid multibody formalisms to deal with flex-
ible beam, with a quite good accuracy in case of simple deformations. More advanced
techniques could have been used (e.g. Finite element methodor global shape func-
tion techniques) but this is out of the scope of the present work. However, in this
application, only the first modes of vibration are of importance.

With the finite segment technique, the shorter the segments,the better the results,
but also the larger the model. A good balance has to be reachedbetween the required
precision and the size of the model. In our case, 30 segments of 0.1m were used. This
was sufficient to reasonably approximate at least the two first eigenmodes of vibration
of the beam, as shown in table 7.1.

Modes Theoretical Approximated
1 8.53Hz 8.83Hz
2 53.47Hz 50.41Hz
3 149.73Hz 125.18Hz

Table 7.1: Theoretical and approximated eigenfrequenciesof the flexible barrier

The complete multibody system is represented in figure 7.5, in which bodies are
represented by grey rectangles, while the lines represent the joints. In this planar
system, all the joints, among which joint 1 is actuated, are revolute around thêI1-
axis, what is indicated by theR1 symbol. Two loops are present, and were opened1

by means of two spherical cuts, denotedC2 [56]. A spherical cut corresponds in
suppressing a revolute joint and imposing to the two corresponding attach points to
have the same position all the time.

R1

R1

R1 R1

R1

R1

R1 R1 R1 R1

C2

C2

1

2

3

4

5

6 7 358

Î1

Î2

Î3

g
Fspring

Fspring

Figure 7.5: Multibody schematic of the flexible barrier and its mechanism

The spring has been modeled as alink. This concept was introduced in section
5.3.1 and can be used when the dynamic properties (mass, inertia,...) of a mechanical

1closed-loop MBS are first transformed into tree-like structures by cutting the loops.
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component can be neglected, while its effect cannot: typically, a spring has very low
mass and inertia but produces important forces on the bodiesto which it is attached.

Joint 6 connecting the first segment of the barrier with the six-bar mechanism is
a locked joint2, which maintains the angle between the barrier and the mechanism at
a constant value such that whenP1 is at the upper position (θm = 0), the barrier is
horizontal.

7.1.2.2 The electrical actuator

The actuator model is the same as for the experimental bench except for the pa-
rameters, which were deduced from the datasheets:

p = 3
Rs = 27.35 (Ω)
Rr = 2.735 (Ω)
Ls = 1.058 (H)
Lr = 1.058 (H)
Ms = −0.525 (H)
Mr = −0.525 (H)

Msr = 0.987 (H)

(7.3)

As a reminder, figure 7.6 shows the equivalent circuit.

Rr1

Rr2

Lr1

Lr2 Lr3

ROTOR

Rr3

Rs1

Rs2

Rs3

Ls1

Ls2 Ls3

us1

us2

us3

STATOR
Msr

Figure 7.6: Stator and rotor equivalent circuit of a three-phase actuator

7.1.2.3 Interfacing of the models

As mentioned in section 4.3.2, when constraints exist in theelectrical and me-
chanical subsystems, the evaluation of the models, at the same instant of timet, has
to follow a certain sequence, according to the flowchart of figure 4.13. Knowing the
mechanical independent positionssm

u and velocitieṡsm
u and the independent electrical

state variableswu,

• first, the mechanical constraints have to be solved in order to obtain the positions
and velocities of all the joints,sm andṡm respectively;

2defined in section 5.3.1
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• second, the electrical model is then evaluated, resulting in the derivative of the
independent electrical state variablesẇu and the electromechanical forceQem;

• third, the independent accelerationss̈m
u can be computed

7.1.3 Simulation results

In our simulations, no specific control is used for the barrier. The motor is directly
connected to the usual european three phase network (380 V, 50 Hz) and switched
on instantaneously. According to the star-star connections, this corresponds to the
following values for our statoric input voltages:

us1 =
√

2 220sin (2π50t)

us2 =
√

2 220sin
(
2π50t + 2π

3

)

us3 =
√

2 220sin
(
2π50t + 4π

3

)

The initial conditions for the system are:

• barrier in the horizontal position (P1 at the upper position):θm = sm
1 = 0 (see

figure 7.2)

• zero voltage and current in the motor:wu0 = (0 0 0 0)
T

We simulated the behavior of the barrier for three differentgearbox ratios:Gr =
1
53 , 1

16 and 1
1 , the first ratio 1

53 being the value used on the actual system for the con-
sidered barrier.

7.1.3.1 Rigid or flexible model

We will begin the analysis of the simulation results by comparing the results ob-
tained with a 3m rigid barrier and a 3m flexible barrier.

Figure 7.7, 7.8 and 7.9 show the results obtained with gearbox ratio 1
53 , 1

16 and 1
1

respectively. The different plots show the angular position of the gearbox output axle
(a), the electromechanical torque (b), the statoric current (c) and the rotoric current
(d).

As can be seen on these figures, the higher the gearbox reduction, the less the
influence of the flexibility. This can be understood by the fact that the barrier opens at
different speeds and deforms accordingly:
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• In figure 7.7, the highest ratio of153 was used3. The barrier opens slowly and
deformations due to flexibility are insignificant. Flexibleand rigid barrier have
thus the same behavior. The barrier is completely opened after approximately
1.5s, corresponding to a half turn of the gearbox output axle, theangular posi-
tion of which is plotted in figure 7.7.a.
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Figure 7.7: Comparison between the flexible and rigid modelswith actuator and1
53

gearbox ratio.

3This value is used on the actual barrier.
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• For a 1
16 gearbox ratio, the accelerations transmitted to the barrier are higher

and the barrier deforms more, what influences the behavior ofthe whole system.
This can be observed in figure 7.8 indicating important differences in the torque
(plot b) and currents (plots c and d) of the motor when coupledto rigid or
flexible barrier.
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Figure 7.8: Comparison between the flexible and rigid modelswith actuator and1
16

gearbox ratio.

In figure 7.8.a, the kink appearing after 1s corresponds to the instant when the
barrier has achieved a full opening-closing cycle (one turnof the gearbox output
axle) and starts opening again. Because of inertial effects, this requires more
torque (figure 7.8.b) and the statoric and rotoric currents are higher, as shown in
figure 7.8.c and d.
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• When the gearbox ratio is too low, e.g.1
1 , the motor is not strong enough to rise

the barrier that oscillates, but never gets open. This generates low frequency de-
formations inside the barrier, which does not influence the electrical subsystem,
but the behavior of the flexible barrier is completely different from that of the
rigid one, as can be seen in figure 7.9.
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Figure 7.9: Comparison between the flexible and rigid modelswith actuator and11
gearbox ratio.
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7.1.3.2 Electromechanical interaction analysis

We already pointed out some interesting conclusion concerning the electrome-
chanical interaction, especially about the influence of thebarrier flexibility and the
corresponding flexible model.
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Figure 7.10: Mechanical damping through electrical resistors

Another important phenomenon confirming the actual interaction existing between
the mechanical and electrical subsystems, has to be mentioned. Figure 7.10.a shows
a detail (fromt = 0 s to t = 0.2 s) of the angular position of the gearbox output
axle for a 1

53 gear ratio. As one can see, oscillations due to the vibrations in the
barrier are damped and disappear. In our flexible model, onlyequivalent stiffness
was introduced but no damping, meaning that the mechanical model cannot dissipate
energy. The electrical resistors are the only dissipative element in the electromechan-
ical model. We can thus conclude that the mechanical oscillations and vibrations are
damped by dissipation of energy through the electrical resistors. This is confirmed by
figure 7.10.b showing the damped vibrations between two segments, what illustrates
the tight electromechanical interaction that exists in this case.

Note: This damping was observed for different precision settings of the ODE in-
tegrator and also for different integrators. This aims at concluding thatit does not
correspond to an artificial numerical damping.

7.1.3.3 Comparison with a linear graph model

With the help of Chad Schmitke and Pr. John McPhee (University of Waterloo,
Ontario, Canada), we compared our results with a linear graph model of the barrier4.
This comparison is presented in [60], a copy of which is givenin appendix A.

4The linear graph theory has been presented in chapter 3
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Using Dynaflex5, they simulated the same parking gate system, whose flexible
model is based on a shape function approach to approximate the beam deformation.
Details about their models can be found in [60] (see appendixA) and the obtained
linear graph is shown in figure 7.11.
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Figure 7.11: Linear graph model of the flexible barrier and its actuator

The results are compared in figures 7.12, 7.13 and 7.14.

As said before, flexibility has more influence when a lower gearbox ratio is used.
Consequently, with a gear ratio of153 , as shown in figure 7.12, both models give almost
identical results, since the deformations of the barrier are insignificant. When lower
gearbox ratios are used, figures 7.13 and 7.14, differences appear between our model
and Dynaflex’s model, mainly due to the use of different approaches to model the
flexibility of the barrier.

5Dynaflex is a symbolic model generator for multibody systems, recently extended to electromechanical
system, based on linear graph theory and developed at the University of Waterloo, Ontario, Canada
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Figure 7.12: Simulation results comparison between Electran and Dynaflex models
with gearbox ratio of153
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Figure 7.13: Simulation results comparison between Electran and Dynaflex models
with gearbox ratio of116
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Figure 7.14: Simulation results comparison between Electran and Dynaflex models
with gearbox ratio of11
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7.2 Railway Bogie Driven by Inductive Motors

7.2.1 Description of the system

The application considered here is a subway bogie designed by Bombardier Trans-
port for the city of Caracas (Venezuela).

It consists of a chassis, two axles and 4 wheels, as illustrated in Figure 7.15. Unlike
a classical bogie, this one has anarticulated chassisseparated into two longitudinal
parts assembled by a central joint allowing for left/right relative pitch6. Actually, this
joint is made out of rubber and six relative degrees of freedom (d.o.f.) exist between
the two parts of the chassis. The front wheels are rigidly connected to a common axle.
This assembly is typically called arigid wheelsetand is also considered for the rear
wheels.

Two three phase induction motors are coupled with the axles by means of reducers.
These motors are supported by the chassis at two specific locations (see figure 7.15):

• at the back of the motor, a pin comes out of the motor and is introduced in a
bushing (rubber joint) crimped in the chassis.

• at the front of the motor, a rod connects the latter with the chassis by means of
another rubber bushing.

reducers

pin

connecting
rod

Î1

Î2

Î3

bushings

central
articulation

Figure 7.15: Bogie structure

The bushing elements between the wheelsets and the chassis are compliant ele-
ments and constitute theprimary suspensionof the bogie, ensuring -among others -
a good lateral stability. Other bushings are present at the connections between the
motors and the chassis.

6In railway vehicle dynamics,pitch refers to a rotation around a transversal axis, the longitudinal axis
being aligned with the main motion direction. Theroll motion is the rotation around the longitudinal axis,
while theyawmotion is the rotation around a vertical axis
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The behavior of a bogie is strongly influenced by the contact existing between the
wheels and the rails. Their profiles, as well as the materials, determine this contact
and will have to be taken into account in the wheel/rail contact model.

A typical simulation in railway dynamics, to assert for bogie stability, considers a
system involving a carbody carried by a front bogie fully modeled and an ideal rear
bogie, which perfectly follows the track [17]. Figure 7.16 illustrates this situation: the
front of the carbody is supported by a bogie, through thesecondary suspension, and
the rear can only move vertically and longitudinally with respect to the track center.
Pitch (around lateral axis) and yaw (around vertical axis) motions of the carbody are
also allowed.

Î2Î1

Î3

Carbody

Front bogie
(fully modeled)

"Ideal" rear bogie
(not modeled)

Figure 7.16: Complete system structure

The secondary suspension, represented in figure 7.17, consists of asupporting
bolsterresting on air cushions on both chassis. The carbody is connected to the bolster
and only free relative yaw7 is allowed between these two bodies. The traction of the
carbody is ensured by two longitudinaltraction rodsbetween the bolster and both
parts of the chassis.

It is well-known that three phase actuators generate high torque oscillations during
starting and the goal of this study is to investigate the effects of these oscillations on
the mechanical structure of the bogie. We are therefore interested in obtaining time
history of the efforts transmitted from the motors to the chassis through the bushings
and connecting rods.

7relative rotation around a vertical axis.
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Carbody

Bolster

Chassis

Traction rod

Air cushions

Figure 7.17: Secondary suspension

7.2.2 Bogie Model

7.2.2.1 The mechanical subsystem

Fourteen bodies can be defined to represent the system:

• one body for the carbody,

• one body for the bolster of the secondary suspension,

• two bodies for the articulated chassis of the front bogie,

• two bodies for the wheel axles,

• four bodies for the wheels (although rigid wheelsets are considered, for practical
reasons concerning the contact model, distinct bodies are used for the wheels.
The corresponding joints will of course be locked during thesimulation),

• two bodies for each motor: the stator and the rotor.

From a modeling point of view, bushings are particular because together with the
6 relative d.o.f. between the interconnected bodies, they introduce high linear and
angular stiffnesses in the three directions. According to Robotran’s conventions (see
section 5.3.1), they have been modeled by a sequence of fictitious bodies, as can be
seen in figure 7.18, which represents the multibody model of the bogie. The latter
consists of 57 bodies (14 “normal” and 43 “fictitious”)8 and 6 kinematic loops opened
by spherical cutsC2 (= 18 independent constraints)9.

According to figure 7.18,

• Bodies 1 to 6 give the 6 d.o.f. of the right chassis with respect to the ground.

• Similarly, bodies 13 to 18 will introduce 6 relative d.o.f. between the left and
right parts of the chassis.

8Fictitious bodies are defined in section 5.3.1.
9Spherical cuts were already used in the parking gate model, see section 7.1.



188 7. INDUSTRIAL APPLICATIONS

T
1

T
2

T
3

R
3

R
1

R
2

T
1

T
2

T
3

R
3

R
1

R
2

T
1

T
2

T
3

R
3

R
1

R
2

R
2

R
2

R
2

R
2

T
1

T
2

T
3

R
3

R
1

R
2

T
1

T
2

T
3

T
1

T
2

T
3

T
3

T
2

T
1

T
3

T
2

T
1

T
1

T
2

T
3

T
1

T
2

T
3

R
2

R
2

R
2

R
2

C
2

C
2

C
2

C
2

C
2

C
2

Î 1

Î 3

Î 2

123456
7

8
9

1
2

1
1

1
0

1
9

2
0

2
1

2
4

2
3

2
2

1
3

1
4

1
5

1
6

1
7

4
4

4
5

4
6

4
1

4
2

4
3

3
3

3
4

3
5

3
6

3
7

2
5

2
6

2
7

2
8

2
9

3
0

4
8

2

3
2

1
8

3
8

4
0

3
9

5
2

3
1

4
9

5
1

4
7

5
0

R
3

R
3

g

T
1

T
3

R
3

5
3

5
4

5
5

5
6

R
2

-F
li

n
k1

F
li

n
k2

F
co

n
ta

ct

L
co

n
ta

ct

5
7

R
3

5
7

F
co

n
ta

ct

L
co

n
ta

ct

F
co

n
ta

ct

L
co

n
ta

ct

F
co

n
ta

ct

L
co

n
ta

ct

F
li

n
k1

-F
li

n
k2

Figure 7.18: Multibody model of the bogie (Robotran’s Conventions)
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• The wheelsets are attached on the chassis by means of spherical bearings al-
lowing free rotations in the three directions. Hence, the corresponding bushings
work only in translation and are modeled by sequences of three fictitious bodies
7 to 9, 10 to 12, 19 to 21 and 22 to 24.

• Bodies 25 to 30 do not bring additional d.o.f. to the system but define the
absolute position and orientation of the front wheelset, which will be necessary
for the contact model. Of course, they could have been obtained from kinematic
computations through the chassis but the length of the kinematic chains involved
is such that large computation would be necessary. Introducing bodies 25 to 30
then reduces these kinematic computations while generating a new loop, which,
in turn, requires additional kinematic computations.

All-in-one the computations are similar but adding bodies 25 to 30 allows to
define a wheel/rail contact model based on joint variables and completely inde-
pendent from the bogie structure.

Similarly, bodies 33 to 38 define the configuration of the rearwheelset.

• The front three phase actuator is logically modeled as a stator and a rotor
with relative rotation (joint 49). The stator (body 48) is connected to the front
wheelset by means of two revolute joints (joints 47 and 48). The joint coor-
dinatessm

48 and sm
49 are related by the reduction ratio of the reducer:sm

49 =
kred sm

48. Similarly, for the rear transmission,sm
52 = kred sm

51. The reduction
ratio value iskred = 97

16 .

• The stators are supported by both parts of the chassis by pinsand bushings
(bodies 41 to 43 and 44 to 46) on one side and by means of connecting rods and
bushings on the other side. The latter is attached on the chassis and on the stator
by means of spherical bearings allowing for free rotations and bushings with
longitudinal elasticity. From a modeling point of view, themasses of the con-
necting rods and bushings can be neglected and they are replaced by equivalent
springs acting on the stator and the chassis, as indicated infigure 7.18.

• Joints 53 to 56 give the degrees of freedom of the carbody (body 56), according
to the ideal rear bogie.

• Body 57 represents the supporting bolster, which only has relative yaw (joint
57) with respect to the carbody. The secondary suspension between the bolster
and the chassis is modeled by means of vertical and lateral springs representing
the air cushions, while thetraction rodsare considered as very stiff springs.
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Contact model When modeling railway systems, the wheel/rail contact must be pre-
cisely and carefully modeled because of its strong influenceon the vehicle behavior.

In this research, our model is inspired from the general one described by Fisette
and Samin in [15]. This model has been slightly simplified to meet our requirements
and considers, for the geometric computations, conical profile for the wheel tread
rolling on a “knife-edge” flat rail, as shown in figure 7.19. This is acceptable since we
are interested in the time-simulation of a longitudinal motion along a straight track,
what guarantees us small lateral displacements.

Î1

Î2

Î3

x

y

z

ö

è

ø

F , Lcontact contact
F , Lcontact contact

Figure 7.19: Single wheelset

Considering the single wheelset of figure 7.19, variablesx, y, z, ϕ, ψ, θ define its
configuration. According to the contact model described in [15], the wheels do not
penetrate the rail what leads to one normal contact constraint for each wheel, and thus
two constraints for the wheelset. Consequently, only four variables are independent:
we chosex, y, ψ andθ.

In order to express the constraints, we have to find out which point on each wheel is
in contact with the rail and we must impose that its vertical position corresponds to the
hight of the rail. The wheel point of contact can be determined from the position of the
wheelset and its orientation. In this application, the bogie moves on a straight track,
the yaw of the wheelset can thus be neglected for the geometric problem. Figure 7.20
represents a wheelset and defines all the quantities that will appear in the constraints.

Like in [15], we define the pointsO, some reference point fixed on the track,G,
the wheel center of mass,Q, the contact point on the wheel andP , the contact point
on the rail. Several frames are defined in [15] to locate the wheel point of contactQ.
With the assumptions stated above, the following frames aresufficient in our case and
are represented in figure 7.20, in which indexesR andL respectively refer to the right
and left wheel:

•
{
Î
}

, the inertial frame

•
[
X̂

]
= AG

[
Î
]
, the “geometrical-wheel” attached frame
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•
[
Ŷ

]
= AM

[
Î
]
, the “material-wheel” attached frame (note represented infig-

ure 7.20)

Note: One should note the difference between the latter two frames. The second
one

{
Ŷ

}
is attached to the physical wheel and rotates around its axis of symmetry

according to the speed of the vehicle. The first one
{
X̂

}
does not take this rotational

speed into account and is attached to a so-called “frozen” wheel which would be

rigidly attached to its bearing. In our case, wheelsets are considered andframe
{
X̂

}

will be the same for both wheels. It corresponds to the frames attached tobodies 29
and 37 (see figure 7.18) for the front and rear wheelsets of our bogie, respectively.
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Figure 7.20: Contact model geometry
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We may now express the position vectors of the centers of massGL andGR and
of the wheel contact points

−−−−→
GLQL and

−−−−→
GRQR as

xL =
−−−→
OGL ; wL =

−−−−→
GLQL =

[
X̂

]T




0
w0 − w
−ρL(w)




xR =
−−−→
OGR ; wR =

−−−−→
GRQR =

[
X̂

]T




0
−w0 − w
−ρR(w)




(7.4)

whereρL(w) andρR(w) are the wheel profiles defined by the following functions:

ρL(w) = Rn − λ(w0 − w) (7.5)

ρR(w) = Rn − λ(w0 + w) (7.6)

in whichλ = tan (β) represents the slope, also calledequivalent conicity, of the linear
wheels profile.

The wheelset being part of the MBS, the position vectorsxL and xR and the

orientation of frame
{
X̂

}
depend only on the generalized coordinates

sm = {x, y, z, ϕ, ψ, θ}

. On the other hand, we have introduced the auxiliary variable w to locate the points
of contact. The constantw0 is used to locate the nominal radius of the wheelRn.

It is possible to relatew to the lateral displacementy and the roll angleϕ of the
wheelset (for a neglected yaw motionψ):

w =
y

cos(ϕ)
(7.7)

We may now express the absolute position of the wheel contactpoints as:

uL = xL + wL =
[
Î
]T


xL (sm) + AG (sm)




0
w0 − w
ρL(w)





 (7.8)

uR = xR + wR =
[
Î
]T


xR (sm) + AG (sm)




0
−w0 − w
ρR(w)





 (7.9)

The wheels may not penetrate the rail and thus, the followingkinematic contact
constraints may be written:

uL · Î3 = µL(uL · Î2) (7.10)

uR · Î3 = µR(uR · Î2) (7.11)

whereµL andµR represent the rail profile expressed in the
{
Î2, Î3

}
plane. For this

application, the rails correspond to a straight track on a horizontal plane and thus
µL = µR = 0.
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In order to obtain the Jacobian10 of these two contact constraints, we have to take
their time derivative, what leads to the following relations at velocity level, according
to [15]:

(ẋL + ωx × wL) · R̂L3 = 0 (7.12)

(ẋR + ωx × wR) · R̂R3 = 0 (7.13)

where vectorωx is the absolute angular velocity of frame
{
X̂

}
. In these last expres-

sions, frame
{
R̂L

}
has been introduced and is defined as follows:

[
R̂L

]
= TαL

L

[
Î
]

, with TαL

L =




1 0 0
0 cos(αL) sin(αL)
0 −sin(αL) cos(αL)


 (7.14)

It is such that the unit vectorŝRL1 andR̂L2 belong to the tangent plane to the wheel
at the rail contact pointPL, with R̂L1 = Î1. We thus have:

αL = ϕ + β (7.15)

Frame
{
R̂R

}
is defined similarly and

αR = ϕ − β (7.16)

Finally, the constraints must be expressed at accelerationlevel, to achieve the coor-
dinate partitioning described in section 4.1.3 (see equations 4.31). The corresponding
expressions can be found in [15].

Let us point out that using DAE solvers with systems involving this type of contact
constraint, especially when considering the full contact model described in [15], can
really not be envisaged. Obtaining the contact point position requires the use of a
Newton/Raphson procedure when considering more complex nonlinear profiles for
the wheel and the rails, and DAE solvers would not handle it [18].

Lateral and longitudinal tangent contact forcesFcontact, as well as the normal
contact torquesLcontact will be computed on the basis of the theory of Pr. Kalker

[29, 30], which express them in frames
{
R̂L

}
and

{
R̂R

}
, for the left and right wheel

respectively. They will be transformed into the
{
ŶL

}
and

{
ŶR

}
wheel frames to

comply with Robotran’s conventions. In our bogie model, these forces are modeled as
external forces on the leaf bodies representing the wheels,as shown in figure 7.18.

10necessary for the resolution and elimination of the constraints (see chapter 4)
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Figure 7.21: Stabilization of a single wheelset

The typical stable behavior of a single wheelset with the implemented contact
model was obtained and is illustrated in figure 7.21. This result was confirmed by
comparison with the FERRODYN software, which was developedon the basis of the
3D contact model [15], and was used for study of railway vehicles [14].

Degrees of freedom of the bogie To summarize, the MBS model of the bogie in-
volves:

• 57 joint coordinates

• 18 loop closure constraints

• 4 constraints introduced by the contact model

• 2 additional constraints to model the reducers

• 4 locked joints (31, 32, 39 and 40) for the wheelsets

Consequently, our bogie model has 29 d.o.f. that correspondto the 6 d.o.f. of the
right chassis (joints 1 to 6), the 6 relative d.o.f. of the left chassis (joints 13 to 18), the
2 × 4 d.o.f. of the wheelsets (joints 25, 26, 28, 30, 33, 34, 36 and 38), the actuators
d.o.f. (joints 47, 49, 50 and 52), the carbody and bolster d.o.f. (joints 53 to 57).

7.2.2.2 Electrical subsystem

The actuators being three phase induction motors, we will reuse the model from
section 6.3. The manufacturer provided us with the following parameters for their
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motors:

p = 2
Rs = 0.03 (Ω)
Rr = 0.025 (Ω)

Ls = 7 (mH)
Lr = 7 (mH)
Ms = −3.4 (mH)
Mr = −3.4 (mH)

Msr = 6.65 (mH)

(7.17)

Note: In the actual system, the motors are fed through power inverters. In thiswork,
we do not consider variable topology circuits and we assume the inverter toprovide
equilibrated sinusoidal phase voltages to the actuator.

7.2.3 Simulation results

7.2.3.1 Mechanical model calibration

The mechanical MBS model being quite complex, it was constructed in two steps:

• firstly, we modeled the whole system for a simplified articulated bogie, from
which the motors have been removed. The corresponding modelis obtained by
suppressing bodies 41 to 52 in the MBS represented in figure 7.18.

• secondly, the actuators have been introduced and the whole system shown in
figure 7.18 was considered.

Both bogies have been time simulated with initial longitudinal velocity of 10m/s
and initial lateral offset of 2cm. As shown in figure 7.22, both systems behave simi-
larly and stabilize well after 6s, what is acceptable for a good comfort of the passen-
ger. Introducing the actuator bodies and the correspondingbushings (softer than the
primary suspension bushings) only slightly changes the global “yaw stiffness” of the
bogie, which, together with the wheel equivalent conicityλ, is one of the most influ-
ential parameters for lateral stability. This explains whyboth systems behave almost
identically.

The vertical forces in the front and rear secondary suspensions of the complete
bogie are plotted in figure 7.23. Both have a mean value of approximately 60000N
corresponding to half of the weight of the carbody. This confirms a good front/rear
weight repartition of our system. Nevertheless, persistent vibrations are introduced by
the additional bodies corresponding to the actuators.

7.2.3.2 Starting phase of the system with actuators

We assumed11 a U/F control, similar to the one presented in section 6.3, from 0 to
50 Hz (0 to 290V ) over 10 seconds for both motors. That corresponds to a typical
subway acceleration of approximately 1.1m/s2. The bogie starts in the equilibrium
configuration.

11We did not obtain further information on the control unit of the motors.
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Figure 7.22: Stabilization of the articulated bogie with and without the actuators
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Figure 7.23: Front (a) and rear (b) vertical forces in the secondary suspension
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Figure 7.24.a shows the global longitudinal velocity of thebogie. After 10s, the
bogie reaches a velocity of 11.25m/s (= 40.5km/h). When torques are applied on
the wheelsets by the motors, the articulated chassis deforms and left/right asymmetry
appear, leading to a lateral offset of the bogie on the track (see figure 7.24.b).
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Figure 7.24: Longitudinal velocity (a) and lateral position (b) of the chassis

The time history of the efforts inside the central articulation between both chassis
is plotted in figure 7.25. It confirms that, under the action ofthe motors, deformations
take place in the central articulation of the chassis. Only longitudinal (figure 7.25.a),
vertical (figure 7.25.c) and pitch (figure 7.25.f) deformations are significant.

The longitudinal (plot a), lateral (plot b) and vertical (plot c) forces inside the
bushing supporting the pin of the front stator (joints 49 to 51) are represented in figure
7.26, where the electromechanical torque of the front actuator is also plotted (figure
7.26.d). Its absolute value is always below the maximal authorized torque of 1215
Nm, extracted from the motor datasheets. The negative value ofthe electromechan-
ical torque is logical since, because of the transmission, the motor and the wheelset
have inverse directions of rotation.

The vertical force inside the bushing (figure 7.26.c) is higher during acceleration,
what is logical, since the motor tends to lower itself when applying its torque. This is
also shown in figure 7.27, where the forces inside the springsrepresenting the bushings
of the connecting rod, are plotted. As one can see, the front bushing is compressed
(positive force) when the front motor applies a torque on thefront wheelset. Compared
to the front assembly, the rear motor is at the opposite side of the rear wheelset and it
will tend to higher itself. This result in an extension (negative force) of the bushing
associated with the connecting rod: forces in figures 7.27.aand b have opposite signs
during the acceleration. When the desired value is reached, the torques vanish and the
motors come back to an equilibrium position and both connecting rods are compressed
and sustain the motors.

Eventually, one statoric current through the front actuator has been plotted in figure
7.28, which also shows one rotoric current. The frequency ofthe statoric current rises
from 0 to 50Hz, according to the voltage inputs frequency imposed by the U/F control.
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Figure 7.25: Chassis Central Articulation Efforts
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Figure 7.26: Front motor - Forces inside the pin bushing and electromechanical torque
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Figure 7.27: Forces inside the connecting rod for the front (a) and rear (b) motors
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Figure 7.28: Front motor - Statoric (a) and rotoric (b) currents

Bombardier subway bogies are commonly driven by DC-motors,but their motor
manufacturer proposed to replace them by three phase inductive motors. The latter
are characterized by important torque oscillations when starting and Bombardier’s en-
gineers were worried about possible additional vibrationsof the chassis, due to these
torque oscillations. Indeed, additional vibrations couldlead to fatigue issues, which
should be avoided. The main objective in studying this bogiewas thus to analyze the
influence of the torque oscillations during starting of the bogie. After comparing the
results shown here with those obtained with classical DC-motors12, we could not con-
clude for significant additional vibrations induced on the chassis of the bogie, when
introducing three phase actuators.

12These results are not shown here.
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Conclusions

The main objective of this thesis was to provide a tool for generating automatically
the models of complex electromechanical applications. We focused on large mechan-
ical multibody systems (MBS) coupled with electromechanical converters, in which
tight interactions take place.

In the first part of this thesis, classical strategies for building multidomain mod-
els have been considered. Because of the numerical uncertainties associated with
a block-diagram strategy, we rejected the latter. Strategies based on modeling lan-
guages, although they offer an interesting alternative, only provide a framework for
implementing formalism and existing libraries did not satisfy us in the present con-
text. Moreover, they usually resort to differential algebraic (DAEs) solvers, which we
decided to avoid as far as possible because of the numerical instability and drifts that
might appear when considering highly nonlinear systems as in multibody dynamics.
A strategy based on unified theories was the last alternativethat we investigated.

Three unified theories: Bond graph, Linear graph and VirtualWork Principle,
have been confronted in chapter 3. In [60] and [45] (for Bond Graph and Linear
Graph theories), we pioneered by comparing the use of these approaches for modeling
electromechanical multibody systems and their use for practical applications.

In chapter 3, the Virtual Work Principle was presented in detail in order to high-
light the parallelism existing between mechanical and electrical models. For me-
chanical systems, unlike classical formulations at local level for mechanical systems
[76, 67, 31], we deal with infinitesimal displacements at macroscopic level, by starting
from the Newton translation equations and the Euler rotation equations. This formu-

201
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lation was inspired from the Virtual Power Principle presented in [56], and from the
work done by Wittenburg [77] and Samin [55]. For electrical circuits, the Virtual
Work Principle was inspired from [26].

The main conclusions of this confrontation are the following:
• Bond graphs offer a rigorous interfacing between mechanical and electrical sys-

tems when considering 1D systems but when applied to 3D MBS, they suffer
from several disadvantages: constraints at velocity level, frame dependent enti-
ties, graph’s structure different from system’s structure, causality assignments,
etc.

• Linear graphs were at first designed for 1D systems but their use on 3D multi-
body system is quite straightforward [44], eventhough not always as efficient
as dedicated procedure for large MBS. They offer an interesting framework for
modeling MBS coupled with electromechanical converters. Nevertheless, the
obtained equations are less efficient than recursive formalisms when consider-
ing large MBS. Although Linear graph theory does not preclude it, as far as we
know, current implementations do not consider recursive formulation.

• Virtual Work Principle allows to generate the reduced system of equations and
helps demonstrating some interesting properties of the mathematical entities ap-
pearing in the dynamical equations. Lagrange equations deduced from the Vir-
tual Work Principle allow for rigorous interfacing of electrical and mechanical
subsystems. Nevertheless, because they involve partial derivatives and multiple
summations, they are inefficient when considering large d.o.f. MBS. Moreover,
physical insight is lost for electrical circuits, for whichthe equations are ex-
pressed in terms of unmeasurable quantities.

These discussions on modeling strategies led us to the conclusion that none of
the existing strategies for building multidomain models (block diagrams or strategies
based on modeling languages or unified theories) is fully satisfactory when consider-
ing complex electromechanical systems.

In the second part of this research, we thus propose a new approach, which takes
advantage of the symbolic programming technique. Dedicated formalisms are used to
generate the symbolic models of the multibody and electrical subsystems, which are
then assembled into a global symbolic electromechanical model. The possibility to
use dedicated formalisms was an advantage of the block-diagram strategy but, in our
approach, the assembly of the obtained submodels is not achieved at numerical level.
On the contrary, we decided to provide a global model to the numerical tool.

In chapter 4, the dedicated formalisms which were implemented are presented in
details:

• for mechanical multibody systems, the Newton-Euler Recursive formalism was
chosen. Thanks to the use of generalized joint coordinates and recursive compu-
tations, it is more efficient then most of the other techniques when considering
large multibody systems [56]. Moreover when constrained MBS are considered,
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Lagrange multipliers technique applies and constraint reduction is then straight-
forward and naturally follows the generation of the equations. The coordinate
partitioning [75] approach was also presented, since ODEs are preferred.

• for electrical circuits, a new circuit based formalism was developed. On the
basis of an original representation of electrical circuits, using topological con-
cepts similar to those from MBS theory, the dynamic equations of electrical
circuits are obtained and reduced. This reduction uses an “electrical coordinate
partitioning” technique, inspired by the mechanical one.

Once generated, the mechanical and electrical submodels are coupled and a unified
symbolic electromechanical model is built. As shown in section 3.3.3, the electrome-
chanical interaction is introduced by means of an additional force acting on the multi-
body subsystems. From a mechanical point of view, the electromechanical converter
and its dynamics can be interpreted as a “constitutive force” element, like a spring or
a damper. From an electrical point of view, some electrical parameters become func-
tions of the mechanical variables and complex mechanical loads can be coupled with
the actuators models.

The submodels can be generated separately by different tools but they have to be
coupled rigorously, according to the flowcharts of figures 4.11 and 4.13.

Symbolic implementation was discussed in chapter 5 and the two model generators
were presented:

• Robotran is used for generating in a recursive manner the MBSmodel, in which
the interaction with the electrical model must be introduced via a force “ele-
ment” (joint force or external force).

• Electran was developed during this research and is the extension of Robotran
to electrical circuits and electromechanical converters.Based on Robotran’s
symbolic kernel, it generates symbolic models of electromechanical converters
involving mutual inductive and electrostatic effects. Permanent magnets are
also considered.

In the third part of this thesis, we show our ability to model complex electrome-
chanical systems. After validation of the softwares, two industrial applications have
been considered:

• First, the flexible barrier which is a typical system where tight electromechani-
cal interaction takes place: mechanical natural frequencies of the barrier and the
electrical variables are of the same order of magnitude. Thecomparison that we
conducted with the different gear ratios highlighted the changes in the mutual
influence of the electrical and mechanical subsystems. The comparison with the
linear graph approach confirms the validity of our results but also points out that
there is never only one way to solve a problem, and that most ofthe time, using
one or other approach depends on user’s background and habits.

The damping of mechanical vibrations through dissipation in the electrical re-
sistors illustrates the tight electromechanical interaction.
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• Second, a subway bogie driven by three phase induction motors illustrated that
our approach is applicable to a very complex structure, involving many d.o.f.,
constraints and wheel/rail contact model. From a numericalpoint of view, be-
cause of the very high stiffness and the algebraic constraints, this model is very
demanding. Thanks to the systematic symbolic reduction of the equations, we
were able to provide ODE’s to the numerical integrator, protecting us from sev-
eral numerical issues and reducing the simulation times. This last example also
perfectly illustrates the type of applications aimed by this work. We do not fear
to say that only few tools, if any, are able to deal properly with such applications
and with reasonable simulation times.

Future work and prospects At this stage of the research, several orientations can
be envisaged for future investigations:

• From an implementation point of view, the present version ofElectran suffers
from several weaknesses which should be addressed:

– First, the current implementation only considers the possibility to have one
mechanical variable influencing the electrical parameters. This should be
generalized to take into account several mechanical influences, present in
multi-d.o.f. actuators, for instance.

– Secondly, checking for the independence of the Kirchoff’s equations should
be implemented in order to allow the user to input the electrical circuits
without taking care of independency of the described loops.

Although the presented applications (see Part III) only consider electromechan-
ical actuation, sensors which can be represented as a multibody system, could
also be modeled using our approach. Sensors are usually designed so that
their dynamics has a very slight influence on the main system,and modeling
them might be superfluous. However, for instance when considering micro-
mechatronic applications, the sensor and the system might have similar dimen-
sions and a model of the whole system could be of interest.

• From a modeling point of view, the proposed approach should be adapted to
take into account possible nonlinearities of the electrical constitutive equations.
This could, for example, help for modeling magnetic saturation effects. This
would require the resolution of nonlinear systems of equations and applying the
technique proposed in [49] might be a good solution.

It should be possible to use the circuit based formalism for generating “inverse”
dynamic model of electromechanical converter, allowing for computation of the
electrical sources inputs corresponding to a given trajectory of the mechanical
load. Inverse dynamics is used by control engineer when developing feedfor-
ward controllers.

It would be interesting to couple our models with those generated by Dan Tel-
teu [71] for power electronic circuits (with variable topology). This way, the
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complete system could be modeled, as was already done in [71]on a specific
application.

Finally, application of the proposed modeling strategy to other fields, like hy-
draulic or pneumatic systems, should be considered. Indeed, the flowchart pre-
sented in figure 4.12 can be generalized to multibody system involving addi-
tional constitutive forces of hydraulic or pneumatic origin, which can only be
computed, if the complete mechanical configuration is known. However, vari-
able topology considerations would have to be included to deal with valves, just
like with power electronic circuits involving switches.

• From a numerical point of view, the idea of using, adapting ordeveloping nu-
merical ODE solvers able to deal with multi-time scale systems should be inves-
tigated. Indeed, even when the dynamics of the system involves very different
frequencies, it might be of interest to consider the full dynamics, instead of fil-
tering high frequencies by using stiff numerical integrators, for example. This
happens when considering flexible bodies, among rigid bodies, introducing high
frequencies, as in [18] and [23]. In the present context, theelectrical dynam-
ics also introduces high frequencies which might be of interest for electrical
engineers.

When important differences exist between the frequency ranges, considering
multi time-scale numerical integrators could reduce the computation times.
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Abstract

Procedures for modelling multibody systems are well-known and many formulations and tools are

available for these types of systems. For several years, emphasis has been placed on the modelling

of electromechanical systems, particularly multibody systems that are driven by electrical actuators,

like robots. This paper presents and compares three different modelling approaches based on different

theories: the Principle of Virtual Work, Linear Graph Theory and Bond Graph theory. Three examples,

including non-academic applications illustrate this comparison.

Keywords: multibody dynamics, electromechanical systems, modelling, linear graph, bond graph, Vir-

tual Work, comparison

1 Introduction

For several years the requirements for technological systems has pushed the limits of the discrete design

approach. In this approach each physical part is designed independently from the others. In order to meet

today’s design requirements (precision, size reduction, low costs, etc.), an integrative design approach is

necessary. At the same time, modelling has taken on larger place in the design process as a “pre-prototyping”

stage allowing for a cheaper and faster first analysis of a system. Integration and modelling naturally lead

to multidomain modelling, a major field of research over the last few years.

A particular field of applications concerns electromechanical systems where multibody mechanical sub-

systems interact with electrical circuits through magnetic or electrostatic fields. This involves systems such

as electrically actuated multibody systems or electromechanical sensors.

From a theoretical background, there are two main approaches for modelling multidomain systems: graph

theory and mathematical approach. On one side, based on energetical analogies between the different physical

fields, an approach using graph theory represents the system as a connection of generic elements present in

every system: energy storage elements, energy dissipative elements and energy sources. Bond Graph and

Linear Graph Theory are two principal graph theories. On the other side, mathematical approaches directly

∗aspirant FNRS
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manipulate equations of the various fields and combine them to formulate a unique set of final dynamic

equations. The unification of the equations is based on energy considerations such as the Virtual Work

Principle, Virtual Power, Energy Conservation,... To be both rigorous and efficient, this unification should

be achieved before any numerical processing. Therefore, symbolical formulations are good candidate for

obtaining the global system equations.

This paper proposes a comparison between three formalisms respectively based on the Virtual Work

Principle, Linear Graph Theory and Bond Graph Theory. In Section 2, a theoretical description of each

approach is presented using the condensator speaker [1], a classical electromechanical system. Section 3

proposes two different applications for comparing the approaches. The first application is a two-link robot

driven by DC-motors, while the second one is a barrier, modelled as a flexible beam, driven by a three-phase

asynchronous actuator. It is used for controlling access to parking lots or highways. Section 4 concludes the

paper and points out the important features of the different approaches.

2 Modelling Theories

2.1 Introduction

This section briefly outlines the three theoretical approaches that are compared. For each approach, a

description of the basic concept is offered, followed by discussions about the use of these concepts in modelling

multibody systems, electrical systems, and electromechanical systems.

A common example, the condensator speaker [1], will help the reader understand the basics of these

three approaches. Figure 1 shows a schematic description of the system. It consists of a capacitor connected

in series with an inductor, a resistor and a voltage source. The upper plate of the capacitor is allowed to

move vertically and is connected to the ground by a spring-damper suspension. More complex systems are

considered in Section 3.

m5

k , l6 6

d6

R1

E4

C (x)2

x

g
r0

~

L3

Figure 1: Schematic of the condensator speaker

2.2 Virtual Work Principle

2.2.1 Basics

Mathematical formulations are always based on energetical considerations: Virtual Work, Virtual Power,

Energy Conservation Principle,... The Principle of Virtual Work applied to electromechanical system is

described in three steps, starting from the established mechanical formulation, continuing with the electrical

formulation and finishing with electromechanical formulation. At the end of this section the Principle of

Virtual Work is used to obtain the governing equations of a condensator speaker.

2
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2.2.2 Virtual Work and Multibody Systems [2]

A multibody system consists of rigid bodies interconnected by joints (e.g. revolute or prismatic joints). The

absolute position vector x of any material point of a body can be written as:

x = r + X (ψ) (1)

where r is the absolute position vector of the center of mass of the rigid body and X (ψ) is the relative

position vector of the material point with respect to the center of mass. X (ψ) has constant components

in a body-fixed frame whose absolute orientation can be described by, at least, three parameters ψ, the

Euler angles for instance. Hence, the rigid body configuration is fully determined by 6 variables: the three

components of r and the three parameters ψ. This means 6N variables for a multibody systems consisting

of N bodies.

For most systems, a reduced set of generalized variables qm is sufficient, depending on the system’s

topology. In this case:

x (qm) = r (qm) + X (qm) (2)

Applied to a multibody system of N bodies, the Principle of Virtual Work, also known as d’Alembert’s

Principle, states that for any virtual displacements defined by vectors δr and δψ1,

N∑

i=1

(

δri · (mir̈i − Fi) + δψi ·
(

Ḣi − Li

))

= 0 (3)

in which,

• r̈i is the absolute acceleration of the center of mass of body i

• Ḣi is the time derivative of the angular momentum of body i with respect to its center of mass

• Fi and Li are respectively the resultant force applied to body i and the resultant torque with respect

to its center of mass

From equation (2), the virtual quantities δri and δψi can be expressed in terms of generalized virtual

displacements δqm. Equation (3) can thus be rewritten in terms of the generalized variables qm, q̇m, q̈m

and generalized virtual displacements δqm, leading to:

ΦT
m (qm, q̇m, q̈m) · δqm = 0 (4)

It can easily be shown [2] that:

Φm (qm, q̇m, q̈m) = Mm (qm) q̈m + Qm (qm, q̇m) (5)

where Mm (qm) is the symmetric positively defined mass matrix of the system and Qm (qm, q̇m) is the vector

containing the generalized forces (joint forces Q and external forces) as well as the Coriolis, gyroscopic and

centrifugal terms.

For unconstrained multibody systems, equation (4) is valid for any choice of virtual displacements δqm,

and thus:
Φm = 0

⇐⇒ Mm (qm) q̈m + Qm (qm, q̇m) = 0
(6)

Note that Lagrange’s Equations can be derived from d’Alembert’s Principle [2], leading to:

Φm (qm, q̇m, q̈m) =
d

dt

(
∂T

∂q̇m

)

−
∂T

∂qm

+
∂V

∂qm

+ Q
′T = 0 (7)

1As shown in [2], vector δψ can only be defined for infinitesimal motions. It then behaves like the angular velocity vector.

3
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where T is the kinematical energy, V is the potential energy, Q
′

denotes the non-potential generalized forces

vector.

Equation (6) is the standard form of the equations of motion for unconstrained multibody system. The

principle of Virtual Work can be seen as a linear combination of the Newton-Euler equations. Choosing an

adequate set of virtual displacements δri and δψi in terms of the generalized coordinates δqm makes the

constraints forces (e.g. the reaction forces in a joint) disappear from (3), leading directly to the equations

of motion in terms of the generalized variables qm, q̇m and q̈m. Using classical Newton-Euler approaches

involves the constraint equations and requires much more computation.

For constrained systems, it is not always desirable to choose a minimal set of independent generalized

coordinates because of the complexity of the resulting expressions. From a practical point of view, a non-

minimal set of generalized coordinates is often used. In these cases the variables are not independent because

of the explicit constraints relating them.

Most of the time, these constraints are holonomic, relating the generalized coordinates at the position

level:

h (qm) = 0 (8)

The latter must be satisfied at any time and thus, these constraints must also be satisfied at velocity and

acceleration levels:
ḣ (qm, q̇m) = Jm (qm) q̇m = 0

ḧ (qm, q̇m, q̈m) = Jm (qm) q̈m + J̇mq̇m = 0
(9)

where Jm is the Jacobian of the constraint, defined as Jm (i, j) =
(

∂hi

∂qj

)

.

Note that non-holonomic constraints, expressed at velocity level, can also be considered in the present

formalism.

Using the Lagrange multipliers technique, it can be shown that the equations of motion can be written

as (see [2]):

Mm (qm) q̈m + Qm (qm, q̇m) = JT
mλm (10)

where λm is a column vector containing the p Lagrange multipliers corresponding to the p constraints (8).

Elimination of the Lagrange multipliers, using a coordinate partitioning method [4], leads to a reduced

set of n − p = #dof2 equations with a reduced mass matrix Mmr and generalized forces Qmr:

Mmr (qm, q̇m) üm + Qmr (qm, q̇m, t) = 0 (11)

in which um denotes a set of n − p independent generalized coordinates.

From a computer implementation point of view, recursive formalisms [3] are an efficient way to obtain

equations (6) or (8), (9), (10) and (11) when large multibody systems are considered. This formalism has

been implemented in the software ROBOTRAN c©3 [34], which is capable of symbolically generating the

equations of motion for any multibody system. The main advantages of the symbolic formulation are the

opportunity for drastic simplifications and the portability of the obtained equations towards various computer

environments (simulation, optimization and control). These simplifications lead to fewer computations during

simulation.

2.2.3 Virtual Work and Electrical Systems

The Principle of Virtual Work, originally formulated for mechanical systems, has been extended to other

physical domains, in particular to electrical systems [1, 6, 7, 8].

The electrical energy of an electrical circuit is defined by E =
∫

uT idt =
∫

uT dq =
∫

iT dϕ, in which

u and i are the vectors of voltages across the elements of the circuit and the currents flowing through

them. q =
∫

idt represents the amount of charge accumulated in the elements constituting the circuits while

2#dof = number of degrees of freedom
3www.prm.ucl.ac.be/robotran

4
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ϕ =
∫

udt represents the fluxes passing through the same elements. These two ways of calculating the

electrical energy comprise the two main formulations for the Principle of Virtual Work:

• Formulation in terms of charge variations leading to charges as generalized variables.

uT δq = 0 (12)

• Formulation in terms of flux variations leading to flux as generalized variables.

iT δφ = 0 (13)

Starting from the charge formulation (12) of the Principle of Virtual Work, it can be shown [1] that the

dynamic equations for an electrical system, the ”electrical equations of motion”, can be written as:

d

dt

(
∂W ∗

m

∂ẏ

)

+
∂We

∂y
+
∑

r,s

ui

∂q̇i

∂ẏ
︸ ︷︷ ︸

U

= 0 (14)

in terms of the generalized variables y =

(

ql

qc

)

. ql and qc respectively represent the charges associated

to the inductors and capacitors of the circuit.

The magnetic co-energy W ∗
m is defined by

W ∗
m (il) =

∫

ϕT
Ldil =

1

2
iTl Lil + iTl ϕ0 (linear case) (15)

The electrical energy is defined by

We (qc) =

∫

uT
c dqc =

1

2
qT

c C−1qc (linear case) (16)

In these expressions, ϕl =
∫

uldt, il = q̇l and uc respectively represent the fluxes through the inductors,

the currents through the inductors and the voltage drops across the capacitors. In the magnetic co-energy

expression, ϕ0 represents the fluxes generated by permanent magnets. The generalized voltages U can be

expressed in terms of the generalized variables and their derivative, using the Kirchoff current laws and the

constitutive equations for resistor and sources.

Similar to mechanics, Lagrange multipliers can be used for constraint considerations, see e.g. [7, 9].

Constraints comes from Kirchoff’s equations and are algebraic relations involving generalized variables and

source values. Two types of constraints are considered:

• Loops of capacitors and voltage sources

KT
1cuc + KT

1uusu = KT
1cC

−1qc + KT
1uu (t) = 0 (17)

• Cutsets of inductors, capacitors and current sources

KT
2lil + KT

2cic + KT
2iisi = KT

2lq̇l + KT
2cq̇c + KT

2ii (t) = 0 (18)

The second type of constraints is fully integrable. This ensure that the system is holonomic. Integrating

the second type of constraints, we get all the constraints in terms of the generalized variables as:

Jey = f (t) (19)

where Je is the Jacobian matrix of the constraints and f (t) represents the time dependent term due to

the sources and the integration constants. The latter vanish if starting with zero charges as initial condition.

Using a Virtual Work approach similar to the one used in mechanics, it can be shown [9] that the

”electrical motion equations” (14) becomes:
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d

dt

(
∂W ∗

m

∂ẏ

)

+
∂We

∂y
+ U = JT

e λe (20)

A coordinate partitioning approach similar to that used in mechanical system may also be used [35] to

eliminate the Lagrange multipliers and obtain a reduced set of differential equations for the electrical model.

Commonly, it is more convenient to write the electrical equations in terms of the current through the

inductors il and the voltage drop across capacitors uc. Doing this, the differential equations will always

be first-order ODEs. Appendix A shows how equations (14) and (20) can be rewritten in terms of those

variables when linear constitutive equations are assumed.

ELECTRAN [35] is the electrical counterpart of ROBOTRAN c© and has been recently developed using

similar concepts and the same principle for symbolically generating the minimal set of equations in a very

compact form.

2.2.4 Virtual Work and Electromechanical Systems

It is possible to formulate the Principle of Virtual Work for electromechanical systems by simply adding (3)

and (12):
N∑

i=1

(

δri · (mir̈i − Fi) + δψi ·
(

Ḣi − Li

))

+ uT δq = 0 (21)

The electromechanical generalized variables can be chosen as:

s=

(

qm

y

)

(22)

and equation (21) can be written as:

ΦT · δs = 0 (23)

The coupling is expressed as supplementary forces/torque in the mechanical equations, coming from

the dependance of the magnetic co-energy and potential energy with respect to mechanical variables. For

instance, when a joint is driven by an electrical actuator, the generic expression for the joint force is given

as:
Qem = −

∂W∗

m

∂qact
+ ∂We

∂qact

= 1
2y

T ∂Me

∂qact
y + iTl

∂ϕ
0

∂qact
+

∂Wmag0

∂qact

(24)

where qact corresponds to the actuated joint. The magnetic and electrical effects will usually be completely

independent and most of the time, the torque will only come from one of these two effects.

No supplementary terms appear in the electrical equations but the electrical mass matrix Me is influenced

by the mechanical variables and its derivatives.

Combined uses of ROBOTRAN c© and ELECTRAN easily permits the modelling of complex electrome-

chanical multibody systems, as shown with the applications discussed in Section 3.

2.2.5 Example

Looking at the mechanical subsystem of the example in Figure 1, the kinematic energy T and the potential

energy V are:

T = m5ẋ2

2

V = k6(r0+x−l6)
2

2

(25)

Assuming that the spring is unstretched when x = 0, the potential energy becomes:

V =
k6x

2

2
(26)

The mechanical generalized forces are given by:

Qm = d6ẋ + m5g (27)

6
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Looking at the electrical subsystem, the magnetic co-energy W ∗
m and the electrical energy We are:

W ∗
m = L3q̇L

2

We =
q2

C

2C2(x)

(28)

The electrical generalized voltages are given by:

Qe = −uR1 + E4 (t) = −R1iL + E4 (t) (29)

We have a constraint between the electrical variables because of the serial connection of the inductor and

the capacitor:

q̇L = q̇C (30)

Combining all these terms and considering the generalized variables s =






x

qL

qC




 the equations of motion

are:







d
dt

(m5ẋ) + k6x −
q2

C

2C2

2
(x)

dC2(x)
dx

= −d6ẋ − m5g
d
dt

(L3iL) = −R1iL + E4 (t) + λ
qC

C2

= 0 − λ

q̇L = q̇C

(31)

⇔







d
dt

(m5ẋ) + k6x −
q2

C

2C2

2
(x)

dC2(x)
dx

= −d6ẋ − m5g
d
dt

(L3iL) + qC

C2

= −R1iL + E4 (t)

q̇L = q̇C

(32)

One can get the final equations of motion for the global system as:

{
d
dt

(m5ẋ) + k6x + d6ẋ − 1
2

dC2(x)
dx

·
(
E4 (t) − R1 · iL − d

dt
(L3iL)

)2
= −m5g

iL = dC2

dx
dx
dt

(
− d

dt
(L3iL) − R1iL + E4(t)

)
+ C2(x) d

dt

(
− d

dt
(L3iL) − R1iL + E4(t)

) (33)

2.3 Linear Graph Theory

2.3.1 Basics

Linear graph theory is a branch of mathematics devoted to the study of systems topology. It was invented

by Leonhard Euler in the 1700s to study problems of connectivity [10], and was extended in the 1900s [11]

to the mathematical modelling of physical systems. In this extension, linear graph theory is combined with

the characteristics of physical components to obtain a unified systems theory; the term “graph-theoretic

modelling” (GTM) is often used to denote this systems theory. In a nutshell, a system model is obtained by

combining topological relationships from linear graph theory with the constitutive equations for individual

components. This systems theory is very methodical and well-suited to computer implementation.

To model a physical system, individual components are identified and their constitutive equations are

determined. In general, these constitutive relationships are obtained from experimental measurements of

the component’s “through” and “across” variables; through variables are measured by an instrument in

series with the component, while across variables are obtained from an instrument in parallel. For electrical

systems, the through and across variables are current and voltage, respectively. For mechanical systems,

force and displacement (or its derivatives) play the role of through and across variables respectively. Note

that through and across variables may be tensors of any order, including scalars and vectors.

Once the constitutive equations are determined, the component models are combined in the topology

defined by the structure of the physical system. A linear graph, consisting of lines (edges) and circles (nodes

or vertices), is used to represent the system topology. The edges represent the individual components,

whereas nodes represent the points of their interconnection. From this graph, linear topological equations
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are systematically obtained in terms of the through and across variables for all components. The system

model is simply the combination of these topological equations with the individual constitutive equations.

To illustrate this, refer to Figure 2 for the linear graph representation of the condensator speaker shown

in Figure 1. Edges R1, C2, L3 and E4 represent the resistor, capacitor, inductor, and voltage source,

respectively. Note that the linear graph bears a striking resemblance to the physical system, which is an

advantage when it comes to modelling using this approach. Directions are assigned to each edge to establish

a positive convention for measuring the through and across variables, similar to setting a polarity on a

measuring instrument. The constitutive equations for electrical components are expressed in terms of the

scalar variables, current (i) and voltage (v). For the purpose of this example, we assume standard linear

relationships for these components, e.g. v1 = R1i1 and v3 = L3
di3
dt

.

L

R

E

m

r
0

5

1

2

3

4

F
6

C

Figure 2: Linear Graph of the condensator speaker

Also shown in Figure 2 is the linear graph of the mechanical part of the condensator speaker. The

edge m5 represents the inertia and weight of the moving mass; the edge begins at a ground-fixed (inertial)

reference node and terminates at the center of mass. Its constitutive equation is given by the combination

of gravity with the d’Alembert form of Newton’s Second Law: F5 = −m5ẍ5 − m5g, where the vector

force F5 depends on gravity g, the vector acceleration ẍ5 = ẍ ı̂, and the upwards unit vector ı̂ (parallel

to x). The edge F6 represents the combined effects of the spring and damper components (these could

easily be split into separate edges for the spring and damper, if desired). Its constitutive equation is

F6 = −k6(r6 − l6)r̂6 − d6(v6 · r̂6)r̂6, where l6 is the undeformed spring length, k6 and d6 are the stiffness

and damping coefficients, v6 is the relative velocity of the endpoints, and r̂6 = r6/ | r6 | is the unit vector

parallel to the component. Finally, the edge r0 locates the point where the spring-damper is attached to

the ground: r0 = l0 ı̂.

For each of the two parts of the linear graph, mechanical and electrical, we can generate sets of topological

equations that relate the through and across variables. This can be done manually by inspection of the

graph, or by applying matrix operations to an “incidence matrix” that encapsulates the topology of the

physical system. For a linear graph with e edges and v vertices, entry Ijk of the e× v incidence matrix I is

[0, +1, or -1] if edge k is [not incident upon, incident and away from, or incident and towards the vertex v].

The Vertex Postulate [11] then allows us to write:

I τ = 0 (34)

where τ is a column matrix of all the through variables. For electrical systems, the Vertex Postulate

corresponds to Kirchoff’s Current law at every node. For mechanical systems, the Vertex Postulate gives v

equations for dynamic equilibrium. Starting from the Vertex Postulate, two very useful sets of topological

8
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equations, the “cutset” and “circuit” equations, can be systematically derived by selecting a tree and applying

elementary matrix operations to I. For electrical networks, the circuit equations correspond to Kirchoff’s

Voltage law around a closed circuit, while the cutset equations are linear combinations of the vertex equations

for all the nodes in a given subgraph.

A tree is a set of v − 1 edges (“branches”) that connects all of the vertices but does not contain any

closed loops. A very attractive feature of linear graph theory is that by selecting a tree, one can control

the primary variables appearing in the final system: they are the across variables αb for branch elements,

and the through variables τ c for cotree elements (“chords”). This is accomplished by re-writing the cutset

equations as the chord transformations τ b = −Acτ c, where τ b are the branch through variables and Ac

is obtained from elementary row operations on I, and by re-writing the circuit equations as the branch

transformations αc = −Bbαb, where αc are the cotree across variables. The Principle of Orthogonality,

which represents a very generalized energy conservation principle, guarantees that Bb = −AT
c .

By selecting edges R1, L3,and E4 into the tree for the electrical sub-graph in Figure 2, one gets the chord

transformations: 





i1

i3

i4







=






1

1

−1




 i2 (35)

and the single branch transformation:

v2 = −






1

1

−1






T 





v1

v3

v4







(36)

Assuming that there is one constitutive equation for each of the v elements, substituting the branch and

chord transformations into these constitutive equations will result in v system equations in terms of the v

primary variables.

2.3.2 Linear Graphs and Multibody Systems

The same basic concepts apply when one models a multidimensional mechanical (“multibody”) system using

linear graph theory: the system model is obtained by combining the constitutive equations for individual

components with the linear cutset and circuit equations resulting from their connectivity. Again, the

selection of a tree determines the primary variables appearing in the system equations. The cutset and

circuit equations retain a simple form because linear graph theory allows the use of vector modelling variables.

However, the constitutive equations for some components will be nonlinear due to the finite rotations of

bodies in the system. Furthermore, the physical interpretation of nodes and edges must be generalized.
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Figure 3: Slider-crank mechanism and the corresponding linear graph

To illustrate, consider the planar slider-crank mechanism shown in Figure 3, along with its linear graph

representation.

Each node in the linear graph represents the position and orientation of a body-fixed reference frame,

while the edges represent transformations between frames corresponding to physical components. For each
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element, there are now two sets of through and across variables: translational and rotational. Thus, there

will be two sets of cutset and circuit equations, since these variables cannot be added together. Although

the incidence matrix is the same for each, selecting different trees can be used to create different cutset and

circuit equations for translation and rotation. This can be used to reduce the system equations to a set

that is smaller in number than those generated by conventional multibody formalisms [12].

In figure 3, the edges m1, m2, and m3 represent both the translational and rotational inertia of the three

rigid bodies (crank, connecting rod, and slider). These bodies are connected by revolute joints h8, h9, and

h10 and by the prismatic joint s11. The “rigid arm” elements r4 − r7 define the position and orientation,

relative to the center of mass frames on the bodies, of the body-fixed frames that define the connection points

of these joints. Finally, the external force on the slider is modelled by the force element F12, originating at

the inertial frame (node) and terminating at the slider.

The constitutive equations for the multi-dimensional translation of rigid bodies and spring-dampers are

the same as that shown in the previous section. However, a second equation relates the d’Alembert torque

on the body to its rotational inertia. This equation corresponds to Euler’s equations for rotational motion.

For the rigid-arm elements, e.g. r4, the tip node does not rotate relative to the tail (center of mass) node;

hence, the angular velocity ω4 is zero. However, the translational velocity of the rigid-arm is a nonlinear

function of the angular velocity of the body on which it resides, e.g. v4 = ω1 × r4, which is a well-known

result from rigid body kinematics. For the ideal joints, one always finds that the motion allowed by a joint,

e.g. r11 = s11 ı̂ where r11 is the translational displacement of the slider along X, is orthogonal to the

reaction forces and torques that arise in the joint, e.g. F11 = F11 ̂ and T11 = T11k̂ where ̂ and k̂ are unit

vectors parallel to Y and Z directions, respectively. This is a result of the fact that ideal joints do no work,

and can be used to eliminate joint reactions in the system dynamic equations.

Fortunately, the topological equations remain linear regardless of the nonlinearities in the constitutive

equations. Furthermore, the selection of trees can again be used to define the primary variables q and λ

in the final system equations. The “branch coordinates” q are the unknown across variables for elements

(branches) in the tree. Linear graph theory provides a unification of traditional absolute and relative (or

joint) coordinate formulations.

By selecting components with known across variables (e.g. r4 − r7) into the tree, the number n of branch

coordinates (and system equations) is reduced. If the tree is completed by m1−m3, then the final equations

are in terms of the absolute coordinates for the three bodies. If joints h8 − h10 are selected in place of

m1 − m3, then one obtains equations in the joint coordinates β8 − β10. Thus, linear graph theory provides

a unification of traditional absolute and joint coordinate formulations.

Any joints left in the cotree will provide the reaction loads appearing in the Lagrange multipliers λm.

Furthermore, these cotree joints will also provide one kinematic constraint equation for each reaction load.

These p constraint equations express the relationships between the branch coordinates, which will not be

independent if there are joints in the cotree. This is always the case for a system with closed kinematic

chains. These constraint equations are always found by projecting the circuit equations for the cotree joints

onto their reaction spaces.

For the slider-crank example, the three joint coordinates β8 − β10 must be related by two constraint

equations because the system has only 1 degree of freedom (dof). These constraint equations are always

found by projecting the circuit equations for the cotree joints onto their reaction spaces.

To illustrate, the translational and rotational circuit equations for cotree joint s11 are:

r8 − r4 + r5 + r9 − r6 + r7 − r10 − r11 = 0 (37)

β8 − β4 + β5 + β9 − β6 + β7 − β10 − β11 = 0 (38)

where r8 = r9 = r10 = 0 from the constitutive equations for revolute joints, and all terms in the rotational

equation are constant (again, from the constitutive equations) except for the three branch coordinates

β8 − β10. Note that the circuit equations represent the zero summation of displacement vectors around

a closed kinematic chain. The reaction space for s11 is spanned by unit vectors ̂ and k̂, as mentioned
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previously. Projecting the circuit equations onto these two unit vectors, and substituting all constitutive

equations, results in the kinematic constraint equations:

h(q) = 0 (39)

where the column matrix h is a nonlinear algebraic function of q =






β8

β9

β10




.

To obtain the dynamic equations of the system, the cutset equations for each branch are projected onto

the motion space for that branch. For example, for a revolute joint, the motion space is defined by the vector

parallel to the joint axis, while the reaction space is the plane orthogonal to that same vector.

As an example, the motion space for branch joint h9 is spanned by k̂, the unit vector parallel to the

joint axis. The rotational cutset equation for h9 is:

T9 + T2 + T3 + T11 + T12 = 0 (40)

which represents the rotational dynamic equilibrium for bodies m2 and m3 that are isolated by the cutset.

Projecting this equation onto k̂, and using the constitutive equations T9 = T12 = 0, one obtains a dynamic

equation in terms of the inertia of m2 and m3, and the cotree joint reaction torque T11. Generating the

two dynamic equations for the other two joints in the tree, and assembling in matrix form, gives the system

dynamic equations:

Mm q̈ + Qm = JT
mλm (41)

where Mm is the n × n mass matrix, Jm is the Jacobian matrix of the kinematic constraint equations, and

Qm contains external loads and quadratic velocity terms. Together, the kinematic and dynamic equations

constitute a set of n + p nonlinear differential-algebraic equations (DAEs), the solution of which will give

the branch coordinates q(t) and Lagrange multipliers λm(t).

Note that one can also generate the dynamic equations by combining linear graph theory with analytical

mechanics, e.g. the Principle of Virtual Work. This approach is very useful for incorporating flexible bodies

into the multibody model [13]. It has been implemented using the Maple symbolic programming language

into a multibody dynamics program called DynaFlex 4.

2.3.3 Linear Graph and Electrical Systems

As mentioned previously, the basic principles of modelling electrical networks using linear graph theory were

established decades ago by Koenig et al [11], Roe [14], and others. Once the constitutive equations for each

element are supplemented with the cutset and circuit equations, one has a necessary and sufficient set of v

equations to obtain the v primary variables.

However, it is possible to reduce the equations to a smaller set by exploiting the nature of the constitutive

equations. One approach is to generate one equation for each capacitor and inductor, and to use the

remaining constitutive equations and branch/chord transformations to express all other variables in terms

of the capacitor voltages and inductor currents. This approach was successfully implemented by Muegge

[15]. For the electrical portion of the linear graph shown in Figure 2, one would get two first-order ordinary

differential equations (ODEs) in terms of v2 and i3.

Another approach is to express all variables in terms of the currents associated with chords, or the

voltages associated with branches. The former is called the current formulation, while the latter is named

the voltage formulation; both were implemented in Maple by Scherrer and McPhee [16]. By selecting the

tree appropriately, one can significantly reduce the final number of system equations.

For the example shown in Figure 2 with the capacitor C2 selected into the cotree, the current formulation

will give a single second-order ODE in terms of the corresponding current i2.

4http://real.uwaterloo.ca/∼dynaflex/
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This is accomplished by substituting the chord transformations in (35) into the constitutive equations

for the branches, giving:

v1 = R1i2

v3 = L3
di2
dt

v4 = E4(t)

where E4(t) is the prescribed voltage source. Substituting these constitutive equations into the branch

transformation (36) gives:

v2 = −R1i2 − L3
di2
dt

+ E4(t) (42)

which expresses the capacitor voltage in terms of its current. This equation will be combined with the

constitutive equation for the moving-plate capacitor, defined in the next section, to obtain the final system

equation.

2.3.4 Linear Graph and Electromechanical Systems

An electromechanical system consists of electrical networks and multibody systems that are coupled by

electromechanical transducers. The moving-plate capacitor shown in Figure 1 is an example of such a

transducer. The electrical characteristics of this capacitor depend upon the mechanical separation x between

the plates:

i2 = C(x)
dv2

dt
+

dC(x)

dx

dx

dt
v2 (43)

where the capacitance C is a function of x, and the second term is the motion-induced current in the

component. Due to the electrical attraction of the plates, a force arises that depends upon the voltage

across the capacitor:

F2 =
1

2

dC(x)

dx
v2
2 (44)

Thus, the moving-plate capacitor is characterized by two constitutive equations, one associated with the

electrical domain and the other with the mechanical domain. This is a common characteristic of transducer

elements, which transform electrical energy into mechanical energy, and vice-versa.

Since the capacitor affects the physics of both domains, there is an edge for the capacitor in the linear

graphs for the electrical and mechanical subsystems shown in Figure 2. Equation (43) is associated with the

electrical edge, while the mechanical edge is characterized by equation (44). It is through these constitutive

equations that the two domains are coupled.

A number of transducer models, including those for moving-plate capacitors, moving-coil inductors, DC

motors, and induction motors, have been incorporated into the DynaFlex symbolic modelling package, along

with the previous current and voltage formulations for the electrical sub-systems. From a single, unified,

linear graph representation of the electromechanical system, the governing equations are automatically gen-

erated in symbolic form. As a result of the coupling due to transducer constitutive equations, electrical

terms will appear in the mechanical equations and vice-versa. Using the branch and chord transformations,

all equations can be expressed in terms of the primary variables, which are determined by the user through

the tree selection.

2.3.5 Example

DynaFlex was used to generate the governing equations for the condensator speaker. As described previously,

selecting the capacitor into the cotree of the linear graph and using the current formulation gives the capacitor

voltage shown in equation (42). Substituting this equation into the electrical constitutive equation (43),

the single ODE for the electrical domain is obtained:

dC2

dx

dx

dt

(

−R1i2 − L3
di2
dt

+ E4(t)

)

+ C2(x)
d

dt

(

−R1i2 − L3
di2
dt

+ E4(t)

)

− i2 = 0 (45)
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where the primary variables are the cotree current i2 and the mechanical displacement x.

For the mechanical domain (see Figure ??), the body-fixed vector r0 and mass m5 are selected into the

tree, resulting in the single branch coordinate r5 = x. This is an independent coordinate for the 1-dof

system, so no constraint equations are generated (there are no joints in the cotree). The single dynamic

equation results from the cutset equation for the mass, projected onto its motion space defined by ı̂:

F5 + F2 − F6 = 0 (46)

Substituting the mechanical constitutive equations into this expression, and re-arranging,

−m5ẍ − m5g +
1

2

dC2(x)

dx
v2
2 + d6ẋ6 + k6(x6 − l6) = 0 (47)

Assuming that the spring is unstretched at x = 0, which implies that l6 = r0, one gets the branch

transformations:

x2 = x

x6 = r0 − x

which shows that the spring-damper shortens as x increases. Substituting these branch transformations

and the capacitor voltage (42) into equation (47), one gets the single ODE for the mechanical domain:

m5ẍ + d6ẋ + k6x −
1

2

dC2

dx

(

−R1i2 − L3
di2
dt

+ E4(t)

)2

= 0 (48)

Together, equations (45) and (48) can be solved for the primary variables i2(t) and x(t). Equations (45)

and (48) are equivalent to equations (33) obtained with the mathematical approach.

2.4 Bond Graphs

2.4.1 Basics

Bond Graphs were invented by H.M. Paynter in 1959 and published by its inventor in 1961 [17]. One of the

first books presenting the language was written by Karnopp and Rosenberg in 1968. It has been reedited

in the year 2000 [18]. Like Linear Graphs, Bond Graphs are based on analogies between different physical

domains. In every field of physics, energy sources, energy storage elements and dissipative elements can be

found. Bond graphs consider a system as isolated from its environment such that exchanges of energy with

its environment only occur through interacting ports. For characterizing the power exchanges at the different

ports, power variables are defined at each port: the effort (e) and the flow (f) variables. The product of these

two variables is the power flowing through the port. Two other energy variables are also considered in bond

graphs: the momentum p =
∫

e · dt and the displacement q =
∫

f · dt. A sign convention for positive power

is indicated on the bond graph by a half arrow, as shown in Table 1. A positive power is given to the port

pointed at by the bond. The basic components considered by Bond Graph theorists are given in Table 1.

Transducers such as transformers and gyrators are used for converting the variables from one energy domain

to another. With the exception of sources and resistors, all elements are power conservative.

Each component is characterized by a particular constitutive equations relating the effort and flow vari-

ables and/or their derivatives. Using these equations requires the specification of the sequence and direction

in which the equations must be solved. This is done by assigning causality to the bonds of the graph.

Causality is indicated by a little bar crossing the bond at one of its end: this bar indicates that the effort is

imposed to the element connected at that end of the bond. Causality assignment is restricted by the nature

of the components associated with the bond, making causality analysis an important step while analyzing the

system. Causality analysis helps detecting algebraic loops and constraints between state-variables, similar

to the tree selection procedure in Linear Graph Theory.

Table 1 indicates the basic elements with sign convention and causality assignments, see [18] for details.
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Basic 1-Port Elements

Flow Source SF e = e(t)

Effort Source SE f = f(t)

Resistor R e = φR(f)

R f = φ−1
R (e)

Capacitor C q = φC(e)

C e = φ−1
C (q)

Inertia I f = φ−1
I (p)

I p = φI(f)

Basic 2-Port Elements

Transformer TF
e1 = m · e2

f1 = m · f2

Modulated transformer MTF

è

e1 = m(θ) · e2

f1 = m(θ) · f2

Gyrator GY
e1 = r · f2

e2 = r · f1

Modulated gyrator MGY

è

e1 = r(θ) · f2

e2 = r(θ) · f1

Junctions

0-junction 0
e1 = e2 = e3

f1 = f2 − f3

1-junction 1
f1 = f2 = f3

e1 = e2 − e3

Table 1: Basic bond graph elements and their constitutive equations
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C- and I-fields give an extension of the C- and I-elements and are very useful for modelling more complex

systems, like multidimensional mechanical systems or electromagnetic converters. C-fields are multiport

elements characterized by the following constitutive matrix equation: e = e(q) = K · q (in the linear case),

where K is a square symmetric matrix. Similarly, an I-field’s constitutive equation is: f = f(p) = K · p (in

the linear case). Mixed IC-fields are also used.

2.4.2 Bond Graph and Multibody Systems

A well-furnished history on the use of bond graphs in mechanics and multibody systems can be found in

Wilfrid Favre’s thesis [19]. Let us point out some of the most interesting facts.

A first statement can already be made about the choice of variables: all the methods developed on the

basis of bond graphs use absolute coordinates, which is not necessarily the best choice in terms of compactness

of the equations (and thus in terms of computational efficiency).

Concerning the methods for deriving the bond graph of a multibody system, Karnopp and Rosenberg

[21, 18, 22] first proposed an analytical approach based on the writing of the kinematic laws, the drawing of

the corresponding junction structure (using MTF’s, 0- and 1-junctions) and the addition of 1-ports elements.

The orthogonality principle guarantees that the dynamic equations can be derived from the obtained graph.

Kinematic constraints due to loops of bodies and ideal joints between the bodies is an important issue

in multibody dynamics. These constraints lead to non-linear algebraic relations along with the dynamical

equations. This kind of differential algebraic set of equations (DAE’s) require specific integration algorithms.

In order to avoid these non-linear algebraic relations, Karnopp introduces compliant elements (springs and

dampers) in the connections, at the cost of bringing high frequencies into the system [23]. Other methods

based on the Lagrange equations were developed by Karnopp to eliminate constraints [24]. Actually, the

constraints are included manually in the equations before drawing the corresponding graph. Other methods

based on analytical computations were developped by Allen and Dubowsky [25] or Brown [26]. All these

methods use absolute coordinates and require the writing of at least the kinematic equations before drawing

of the bond graph. It is thus very tedious to derive a systematic procedure for modelling 3D mechanical

multibody systems.

All the previous methods are based on one-dimensional bond graphs also called scalar bond graphs.

Different propositions [27, 28] have been made to represent multidimensional system using vector bond

graphs or multibond graphs. Breedveld established a standard representation for multibond graphs [29],

[30]. Using multibond graph leads to much easier and a much more systematic method for drawing the

graph, almost without writing any equations [31, 19]. The structure of the graph is simpler but still very

different from the physical structure of the system. Most of these methods also get into trouble as the

equations still have to be written down. As with scalar bond graphs, vectorial derivative causality due to the

constraints generates problems in deriving the equations. Favre [19] has proposed an approach in which he

comes back to a scalar bond graph after drawing the vector bond graph. Other approaches generalizing the

Karnopp one-dimensional approaches (compliant elements, use of IC-fields for Lagrange equations,...) may

also be developed for avoiding derivative causality but are not systematic. Transformation of the dependent I

elements through transformers is also proposed in [31]. Some work for defining bond graph blocks describing

basic multibody components has been done and leads to a more systematic definition of the bond graph [32].

Another important statement regarding bond graphs is that they essentially manipulate energy variables,

velocities and forces in mechanics. This means that no position can be introduced directly into the graph.

Because of that, the kinematic constraints can only be derived at a velocity level. This forces the modeller to

be particularly careful when choosing the initial guess (closed configuration) and also during the integration

process, to make sure that the constraints are satisfied at the position level, which is a very delicate problem

in multibody dynamics. Of course, positions can be extracted from the graph and used as signals through

block diagrams, which is of absolute necessity since most of the transformers in the graph are position-

modulated as will be illustrated later on. Modelling elements like springs are also position-modulated, but

this is out of the bond graph representation.
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Bond graphs have the main advantage of being acausal, meaning that the graphs structure does not

change because of a change in causality. Different causality assignments of the graph lead to different sets

of equations depending on the required analysis. For example, the same graph may be used for obtaining a

direct or inverse model.

2.4.3 Bond Graph and Electrical Systems

Electrical networks, being one-dimensional by definition, are much more suited to the bond graph approach.

Modelling electrical circuits or networks is straightforward using bond graphs [18]. The main disadvantage

is, once again, that bond graphs, unlike linear graph, have a structure different from that of the circuit,

making the graph hard to understand.

Another challenge facing Bond Graph thoerists is the presence of constraints between state-variables.

Usually, the state variables are chosen as the flow (the current) in the inertia (inductor) elements and the

effort (the voltage) across the capacitors. When cutsets of inductors or loops of capacitors can be found

in a circuit, constraints exist and the state variables are not independent. Causality analysis on the graph

will indicate this and will allow for selecting a minimal set of independent variables [18]. Another solution

consists in using some transformations to reduce the set of state variables to a set of independent state

variables. For example, the Park transformation [33] can be used for modelling a star connected three-phase

induction motor, where the sum of phase currents must equals zero, by an equivalent two-phase one, where

all the phase currents are independent.

2.4.4 Bond Graph and Electromechanical Interaction

Bond graphs consider the same generic elements for every physical domain. This facilitates the modelling

of multidomain systems, including electromechanical ones. The electromechanical interaction is generally

modelled using the transformer (TF) and gyrator (GY) elements (shown in the DC-motor model in Section

3). When the interactions occur with energy storage elements, C-, I- or mixed IC-fields may also are very

useful, as shown in the following example.

The software package 20-Sim 5 has been used for simulating the bond graph models of the application

discussed in Section 3.

2.4.5 Example

The complete bond graph for the electrostatic microphone described previously is given in Figure 4. A

C-field is used as a result of the dependance of the capacitor value on the mechanical position: C2 = C2(x).

The constitutive equations for this C-field are determined as follows.

The energy in the C-field is given by:

E (q, x) =

∫

(q̇ · Vc + ẋ · Fc) dt =

∫

Vc · dq +

∫

Fc · dx (49)

It follows that the constitutive equations for the C-field are related to the energy by:

Vc =
∂E (q, x)

∂q
and Fc =

∂E (q, x)

∂x
(50)

Experiments on the capacitance tells us that the following relations can be established in the electrical

field:

Vc =
q

C2 (x)
(51)

Assuming that at a constant x, we charge the capacitor from 0 to q Coulomb, the energy stored in the

capacitance will be:

5http://www.20sim.com
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E (q, x) =

q∫

0

q

C2 (x)
dq =

1

2

q2

C2 (x)
(52)

The expression of the electrostatic force acting between the two plates is then obtained as:

Fc = −
1

2

q2

C2 (x)
2

dC2

dx
(53)

Equations (51) and (53) are the constitutive equations of the C-field shown in Figure 4.

1 1C
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R : d6

I : m5

Se : -m g5

R : R1

I : L3

E :4 Se
VC2

qC2

FC2

xC2

Mech

Elec

C-field

C2

Figure 4: Bond graph of the electrostatic microphone

Deriving the dynamic equations for the system is easily done. We start by first writing down the 1-port

equations:

{

eE4 − eR1 − eL3 − eElec
C2 = 0

eMech
C2 + ed6 + em5 + ek6 − eg = 0

{

fE4 = fR1 = fL3 = fElec
C2 = iL

fMech
C2 = fd6 = fm5 = fk6 = fg = ẋ

(54)

Using the constitutive equations of the different elements, we can derive the dynamic equations:







m5 · ẍ = 1
2

q2

C2(x)2
dC2

dx
− k6 · (r0 + x − l6) − d6 · ẋ − m5g

L3 ·
diL

dt
= E4 (t) − R1 · iL − V c

iL = iC ⇔ iL = C2
dVC

dt

(55)

This reduces to
{

d
dt

(m5ẋ) + k6x + d6ẋ − 1
2

dC2(x)
dx

·
(
E4 (t) − R1 · iL − d

dt
(L3iL)

)2
= −m5g

iL = dC2

dx
dx
dt

(
− d

dt
(L3iL) − R1iL + E4(t)

)
+ C2(x) d

dt

(
− d

dt
(L3iL) − R1iL + E4(t)

) (56)

One more time, equations (56) is identical to equations (33) and (48), previously obtained with Virtual

Work and Linear Graph approaches.

3 Examples and discussion

3.1 2-Link Robot Driven By DC-motors

3.1.1 Description of the system

In this first example, a two-link robot manipulator is modelled. It consists of two rigid arms articulated

around two horizontal parallel axes. Two DC-motors are used to drive the two articulations. The actuators

are controlled through a basic PD controller and are each required to follow a desired trajectory of 90◦

rotation in 4 seconds. A schematic representation of the system is shown in Figure 5.
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Figure 5: Schematic of the 2-link robot manipulator

3.1.2 Virtual work approach

Following ELECTRAN/ROBOTRAN c© conventions, input data files can be written for the DC motor and

the multibody system. They are based on the system’s representation shown in Figure 6. The DC motor is

modelled as a serial connection of a voltage source, a resistor, an inductor and a driven voltage source for

the electromotive force (emf = kφω). The corresponding torque is imposed to the mechanical subsystem

through the term Qm appearing in equation (6). It is actually introduced as a joint force.

Equations were generated using the method previously described (see Section 2.2) and are expressed in

terms of relative joint angles θ1 and θ1−2, defined in figure 5.

Uin

R L

Uin

R L

Rz

Rz

emf = köù

Link1

Link2

emf = köù

Q = kTi

Q = kTi

Y

X

g

Figure 6: 2-link robot representation for ROBOTRAN c© and ELECTRAN

3.1.3 Linear graph approach

A unique linear graph involving electrical and mechanical elements can be drawn for the system. It is shown

in Figure 7. The mechanical graph has been obtained by applying a systematic method:

• add one node for each body-fixed reference frame, center of mass, joint connection point, force appli-

cation point,...;

• connect those nodes using the different types of edges (rigid-arm r, body m, revolute joint h, inertia

J).

The electrical graph is directly obtained from the electrical circuit and the transducer elements (M elements)

have been added for connecting both subgraphs.
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Figure 7: Linear graph of the 2-link robot manipulator

The terminal equations for the transducers are given below.

{

Kϕω + R i + L di
dt

− u = 0

T − b ω − J dω
dt

− Kϕi = 0
(57)

Equations were generated using the method previously described (see Section 2.3) and are expressed in

terms of relative joint angles θ1 and θ1−2 and the motor currents.

3.1.4 Bond graph approach

One of bond graph’s advantages is that it allows the modeller to draw the bond graph for each subsystem and

then connect the subsystems. Using that principle, we started by drawing the bond graph of the DC-motor.

Figure 8 shows the DC-motor graph. By means of a 1-junction, the different elements are connected in

series.

1

R

I

Se GY
kö

Figure 8: Bond graph of a DC-motor

Concerning the mechanical part, Karnopp’s procedure has been used for obtaining the bond graph. First,

we define the key variables as:

• State variables : θ1 and θ2.

• Cartesian variables : x1, x2, y1 and y2.

Note that all the variables correspond to absolute coordinates.

Then, we manually calculate the velocity transformations:

x1 = d1 · cos (θ1) x2 = l1 cos (θ1) + d2 · cos (θ2)

y1 = d1 · sin (θ1) y2 = l1 sin (θ1) + d2 · sin (θ2)
(58)
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ẋ1 = −d1 · sin (θ1) · θ̇1 ẋ2 = −l1 sin (θ1) · θ̇1 − d2 · sin (θ2) · θ̇2

ẏ1 = d1 · cos (θ1) · θ̇1 ẏ2 = l1 cos (θ1) · θ̇1 + d2 · cos (θ2) · θ̇2

(59)

In these equations, l1 and l2 are the lengths of the two arms and d1 and d2 specify the position of the

center of mass for both arms.

Eventually, we draw the graph and we add the inertia elements and other 1-ports if necessary. We connect

the DC-motor graph to get the final bond graph shown in Figure 9. The 0-junction at which the second

actuator is connected was necessary for obtaining a relative displacement between the two bodies. Because

of the rigid connections between the arms, the translative I-elements would have derivative causalities. Since

bond graphs formulation use absolute coordinates, four kinematic constraints, given by equations (59), exist

between the six variables, leading to differential algebraic equations (DAEs). This was not the case with

the previous approaches, which are able to end up with ordinary differential equations (ODEs) in terms of

relative joint angles θ1 and θ1−2. Compliant elements have been introduced for avoiding DAEs, at the cost

of high frequency vibrations.
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Figure 9: Bond graph of the 2-link robot manipulator

3.1.5 Comparison of the Simulation Results

The results obtained with the different tools are plotted in figures 10, 11 and 12. The obtained results are

very similar, especially for the linear graph and equational approach. As expected, high frequencies occur

in the results obtained with 20-Sim because of the compliant elements that we introduced. The latter have

been introduced to avoid DAEs requiring specific solvers6.

3.2 Flexible Barrier Driven By a Three-Phase Induction Actuator

3.2.1 Description of the system

This second system is more complex but is more representative of the kind of systems we want to be able

to deal with. It consists of a 3m flexible barrier, used for access control to parking lots. It is driven by an

asynchronous three-phase inductive motor through a gearbox and a 6-bar mechanism (2 kinematic loops), as

shown on figure 13. A spring is used in the mechanism to counteract the weight of the barrier. The actuator

is in a star-star connection configuration with a short-circuited rotor. Mutual inductance effects exist inside

6Recent versions of 20-sim can deal with DAEs through a BDF solver
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Figure 12: Current flowing into the first actuator

each circuit but also between the stator and rotor components. The position of the rotor influences the

magnitude of these mutual effects. The inductance matrices are:

Ls =






Ls Ms Ms

Ms Ls Ms

Ms Ms Ls




 Lr =






Lr Mr Mr

Mr Lr Mr

Mr Mr Lr






Msr = Msr






cos (θem) cos
(
θem + 2π

3

)
cos

(
θem + 4π

3

)

cos
(
θem + 4π

3

)
cos (θem) cos

(
θem + 2π

3

)

cos
(
θem + 2π

3

)
cos

(
θem + 4π

3

)
cos (θem)






where θem is the electromechanical position : θem = p · θ, p is the number of pairs of poles (p = 3) and θ

is the angular position of the rotor. Ls, Lr, Ms, Mr and Msr are the statoric and rotoric self-inductances,

the internal statoric and rotoric mutual inductances and the external mutual inductance between the stator

and the rotor, respectively. These mutual inductances are functions of the relative angular position between

the rotor and the stator.

The actuator mechanism and equivalent circuit are shown in Figures 13 and 14. More details about this

application can be found in [35].
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Figure 13: Picture of the mechanism driving the barrier
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Figure 15: Linear Graph of Flexible Barrier

The simulation was started with zero currents and the barrier in the horizontal position. Sinusoidal input

voltages (220V, 50Hz) are feeded to the actuator.

3.2.2 Virtual work approach

Even though ROBOTRAN c© is capable of modelling flexible beams, we decided to model the flexible barrier

using a finite-segment approach [36]. We divided the barrier into 30 segments and introduced an equivalent

stiffness between each segment.

Concerning the electrical subsystem, we modelled it using the equivalent circuit given in figure 14 and

the matrices given above. Because of the star-star connection, 2 constraints will be present between the 6

inductor currents. The reduced equations are generated and only 4 variables are integrated.

Because of the starting torque oscillations, most of the modes of the barrier are excited and high frequency

vibrations occur in the barrier. At the same time, these vibrations have an influence on the load torque

transmitted to the barrier, influencing the electrical actuator. This two-direction influence is typical in

electromechanical systems.

3.2.3 Linear graph approach

Figure 15 depicts the linear graph representation of the flexible barrier system. The multibody portion of the

model consists almost entirely of components discussed in Section 2.3. Three new components are included:
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a weld joint (w), a flexible body (fb), and an induction motor (im). The weld joint, as its name suggests,

simply locks two reference frames together.

The flexible body represents the flexible barrier. Details regarding the terminal equation for the flexible

body can be found in [13]. To summarise, the beam uses a shape function to approximate the beam

deformation. The beam is treated as an Euler-Bernoulli type beam (or Rayleigh type, to be precise).

For the flexible barrier, 5 variables were used to model the bending deflection of the barrier. This value

was obtained by progressively adding more deformation variables until the simulation results converged. It

was also found that including axial deformations in the flexible model did not affect the simulation results.

The terminal equation of the induction motor components is as follows:

Tim −

1

2p

∑

s={10,11,12}

∑

r={13,14,15}

∂

∂θ
(Msr · is · ir) = 0 (60)

The electrical graph is almost identical to that shown in Figure 14. The only exception is that the

inductors have been replaced by mutual inductance components. The terminal equation for a MI edge is

shown below:

vedge −

p
∑

m=1

Ledge,m

dim

dt
−

p
∑

n=1

d

dt
(Msredge,n · in) = 0 (61)

Here the first summation represents the induction between MI components that are fixed with respect to

the given edge (including self inductance). The second summation represents the mutual inductance between

MI components that are related by the angle between the stator and the rotor. For descriptions of p, L and

Msr see Section 3.2.1.

By selecting an appropriate tree (bolded in Figure 15) and using a current formulation, DynaFlex gen-

erates 14 equations: 5 for the rigid multibody system in terms of β20 − β24, 5 for the deformation variables

of the beam, and 4 for the electrical system in terms of i5, i6, i8 and i9.

3.2.4 Bond graph approach

The system considered here reaches the limits of bond graph theory for modelling complex multi-dimensional

systems, especially since manually writing the equations becomes very tedious for systems involving numerous

bodies. As shown in the next paragraphs, it is possible to systematically draw a vector bond graph (also called

a multibond graph), however the causality assignment and derivation of the equations is not straightforward

and is still a source of problems.

Figure 16 shows the bond graph for the electrical subsystems. The inductive effects and the electrome-

chanical transformation is accomplished in a mixed IC-field containing the inductances matrices Ls, Lr and

Msr. The star-star connection is imposed by the two 0-junctions forcing the sum of the three currents to be

zero. The star-star connections generate two constraints that can be seen in the bond graph as two derivative

causalities for the I part of the IC-field.

The bond graph of the mechanism has been obtained using the method described by Favre [19]. Since

we have a planar mechanism, we assume that every vector is expressed with respect to the inertial frame

and the center of mass is the reference point for each body. Thus, the general bond graph proposed by Favre

reduces to the diamond shape, as can be seen in Figure 17. The bond graph shown in Figure 17 contains 5

bodies (for simplicity, the beam is not shown in the bond graph) and the loop constraints are imposed by

means of the zero-velocity source (Sf = 0). This way of opening and closing the kinematic loops is valid

only because we have a revolute joint with the ground. Closing elsewhere would require us to get the relative

velocities between the two points that are supposed to coincide all the time.

Even though bond graphs could be obtained for the system, their complexity and their nature prevent

us from easily generating the equations. Also, the lack of tools for dealing with such complex bond graphs

prevented us from getting simulation results for this approach.
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3.2.5 Comparison of the Simulation Results
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Figure 18: Position of the rotor of the actuator
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Figure 19: Current flowing through Ls2

The results are only compared between Virtual Work and Linear Graph approaches. Figures 18, 19 and

20 show the position of the rotor, the current flowing through statoric and rotoric inductances (right plot is

a zoom to show the slight differences that are not visible on the left plot). These results have been obtained

for a 1/53 gear ratio between the motor and the mechanism. They show almost identical results with slight

differences in currents. These can be attributed to the slightly different models for the flexible beam.

Note that the rotor oscillations shown in figure 18 are damped. The only dissipative elements in this

model are the electrical resistance and changing the resistance value has an effect on the damping of the

oscillations. This illustrate the tight interaction between electrical and mechanical subsystems.

Other simulations have been conducted with other gear ratios (1/16 and 1/1) and lead to similar con-

clusions. The differences appearing between the two approaches are accentuated when lower gear ratios are

used. This is due to a tighter electromechanical interaction.

Changing the gear ratio also change the behavior of the barrier. For example, the barrier cannot be

opened when a 1/1 gear ratio is used and the magnitude of the vibrations raises.

4 Conclusions

Three different approaches have been presented and compared. The goal of these comparisons has been to

present some commonly used formalisms and to show their advantages and limitations. Our aim is not to
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Figure 20: Current flowing through Lr2

conclude which is “the best” approach, as the suitability of the approach is dependant upon the application

being analysed. Each of the presented approaches has interesting features and even though some limitations

are very strong, the choice for a formalism depends on many aspects: what system has to be modelled (1D,

2D, 3D, with or without constraints), what analysis has to be performed (time integration, optimization,

inverse dynamics,...), what numerical tools will be used in what language (matlab, C-code, user’s tool,...).

Moreover, depending on the background of the analyst, he will find himself more comfortable with one or

another method.

However, some general comments about the different approaches can be stated. Mathematical approaches

(for example, directly derived from Virtual Work Principle) have the advantage of leading to a minimal set

of equations in every case, allowing for more efficient code. Also, constraints are easier to deal with when

manipulating mathematical algebra. Reduction and constraint considerations can also be applied afterwards

to the equations generated by the graph approaches but, this is out of the scope of the methods and means

coming back to mathematical manipulations.

Generation of symbolic equations makes the generated models very portable, and providing a reduced

set of equations helps to noticeably speed up simulation.

Linear Graph Theory offers the ability to select variables that will appear in the final equations. This

allows different models to be constructed from the same graph. The approach is also suited to generating

symbolic equations for complex system, as was shown in the paper.

Bond graphs are interesting for showing energy interactions between the different parts of the model.

Nevertheless, they suffer from obvious limitations as soon as complex 3-dimensional (electro)mechanical

systems are considered.
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A Electrical equations manipulations

The Virtual Work Principle leads to:

d

dt

(
∂W ∗

m

∂ẏ

)

−

∂W ∗
m

∂y
+

∂We

∂y
+

∑

r,s

ui

∂q̇i

∂ẏ
︸ ︷︷ ︸

U

= 0 (62)

in terms of the generalized variables y =

(

ql

qc

)

.

Commonly, the dynamic equations of an electrical circuit are expressed in terms of w =

(

il = q̇l

uc = C−1qc

)

.

This appendix show how, one can rewrite equation (62) in terms of mathbfw when linear constitutive equa-

tions are assumed.
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In these developments, subscripts r, l, c, su and si respectively refer to resistances, inductances, capaci-

tors, voltage sources and current sources.

First of all, using Kirchoff’s current laws, we can rewrite the generalized voltages U as:

U =

(
∂q̇r,s

∂ẏ

)T

ur,s = KT
r ur + KT

suusu (63)

Assuming linear constitutive equations for resistors, equation (63) becomes:

U = KT
r Rir + KT

suusu (64)

= KT
r Rq̇r

(

q̇l

q̇c

)

+ KT
suusu (65)

= KT
r RKr

︸ ︷︷ ︸

Br

(

q̇l

q̇c

)

+ KT
r RKsi

︸ ︷︷ ︸

Bi

isi + KT
su

︸︷︷︸

Bu

usu (66)

with R being the diagonal matrix of resistance and Kr, Ksi and Ksu being transformation matrices

expressing resistor and voltage source currents in terms of the generalized variables. These matrices can be

obtained by manipulations of Kirchoff’s current equations.

Assuming linear constitutive equations for inductors and capacitors, we finally rewrite (14) as:

(
d
dt

(Lq̇l + ϕ
0
)

0

)

+

(

0

C−1qc

)

+ U = 0 (67)

Equation (67) may be rewritten in terms of w =

(

il = q̇l

uc = C−1qc

)

. This will give first-order differ-

ential equations of the generic form:

d

dt
(Mew) = Dw + E

(

usu

isi

)

−

d

dt
ϕ

0
(68)

where Me =

(

L 0

0 C

)

is the ”electrical mass matrix”. The other matrices appearing in equation (68)

are defined as:

Br =

(

Brll Brlc

Brcl Brcc

)

Bi =

(

Bil

Bic

)

Bu =

(

Bul

Buc

)

(69)

D =

(

−Brll + BrlcB
−1

rccBrcl BrlcB
−1

rcc

−B−1

rccBrcl −B−1

rcc

)

(70)

E =

(

−Bul + BrlcB
−1

rccBuc −Bil + BrlcB
−1

rccBic

−B−1

rccBuc −B−1

rccBic

)

(71)

Using the same manipulations, we can express the formulation when constraints are involved:

d

dt
(Mew) = Dx + E

(

usu

isi

)

+ F
d

dt
ϕ

0
+ J′T λe (72)

where J′ is given by

J′ =

(

JT
el − BrlcB

−1

rccJ
T
ec

B−1

rccJ
T
ec

)

(73)
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Software Comparison 3

Comparison 3 - Definition

This example is taken from the electrical engineering world. 

The basic class-E power amplifier was introduced by N.O. Sokal and A.D. Sokal in their classic paper from 1975 [1]. It is 

a switching-mode amplifier that operates with zero voltage and zero slope across the switch at switch turn-off. The actual 

numerical example is taken from J.C. Mandojana, K.J. Herman and R.E. Zulinski [2]. They use the following equivalent 

circuit of a generalized class-E amplifier as a test example for a procedure to evaluate steady state boundary conditions by 

means of MATLAB. 

The component values are:

VDC = 5 volt, L1 = 79.9E-6 henry, C2 = 17.9E-9 farad, L3 = 232.0E-6 henry, C4 = 9.66E-9 farad and RL = 52.4 ohm. 

The time dependent resistor R(t) models the active device acting as a switch with an ON-resistance of 0.05 ohm and an 

OFF-resistance of 5.0E+6 ohm. An extreme ON-resistance of value zero ohm will of course result in a pathological system 

i.e. the old story of what happens when an ideal capacitor with a certain charge is suddenly short circuited. Furthermore the 

DC voltage source will be short circuited through the ideal coil L1. As a function of time R(t) is given in the following 

graph:

The duty ratio is 50%. The period is 10E-6 seconds (frequency 100 kHz). The rise/fall time is TRF = 1E-15 seconds. 

The equations describing the circuit may be the state-equations where inductor currents and capacitor voltages are chosen 

as system variables. By using the Kirchhoff voltage and current laws we get the following differential equations: 
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Software Comparison 3

L1*dx1/dt = - x2 + VDC

C2*dx2/dt = + x1 - x2/R(t) - x3

L3*dx3/dt = + x2 - RL*x3 - x4

C4*dx4/dt = + x3 

where the variables are as follows: x1 = IL1 (the current of L1), x2 = VC2 (the voltage of C2), x3 = IL3 (the current of L3) 

and x4 = VC4 (the voltage of C4). Note that normally the setup of state equations demands a topological analysis of the 

circuit excluding some inductor currents and capacitor voltages as candidates for system variables (e.g if there is a loop of 

N capacitors then only N-1 of these may be given an arbitrary initial charge). 

The following tasks should be performed:

a. Calculation of the eigenvalues of the system in the ON-period: R(t)=0.05 ohm and in the OFF-period: R(t)=5E+6 

ohm.

b. Simulation of the system over the time interval [0, 100E-6] sec with the zero-solution as initial state. Time curves of 

the state variables, the current in the switch resistor IR(t) = x2/R(t) and the output voltage VL = x3*RL are wanted. 

c. A parameter variation study over the time interval [0, 9E-6] sec with initial solution equal to the final solution at 

100E-6 sec from task (b). The rise/fall time TRF should be varied through the values: 1E-15, 1E-11, 1E-9, 1E-7 sec. 

The phase plane curves of dx3/dt = VL3 as a function of x3 = IL3 i.e the voltage difference V2-V3 as a function of 

the current IL3 are wanted. Time curves of the current in the switch resistor IR(t) = x2/R(t) and the output voltage 

VL = x3*RL are wanted. 

References

1. Nathan O. Sokal and Alan D. Sokal, Class E - A New Class of High-Efficiency Tuned Single-Ended Switching 

Power Amplifiers, IEEE Journal of Solid-State Circuits, Vol. SC-10, No. 3, June 1975, pp. 168-176. 

2. Julio C. Mandojana, Kelly J. Herman and Robert E. Zulinski, A Discrete/Continuous Time-Domain Analysis of a 

Generalized Class E Amplifier, IEEE Transactions on Circuits and Systems, Vol. 37, No. 8, August 1990, pp. 1057-

1060

Erik Lindberg, Institut of Circuit Theory and Telecommunication, 343 Technical University of Denmark, DK - 2800, 

Lyngby.
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Figure B.1: Breitenecker’s Proposition [8]
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Figure B.2: Viertl’s Proposition [74]



B.2. PROPOSED SOLUTIONS 245

Figure B.3: Rada’s Proposition [50]
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Comparison 11 - Definition

Comparison 11 (SCARA Robot) - Definition

C11 - SCARA Robot, is the 11th comparison on simulation software and modelling techniques. It is 

the 6th comparison of continuous type and deals with the handling of implicit systems. 

Background: Mechanical and mechatronic systems often result in an implicit second order model 

description of the type 

with a state-dependent mass matrix M, an acceleration vector  and a generalised force function .

Simulators often impose restrictions for this type of model descriptions. Only a few simulators accept 

the description as given above, some allow a description as an implicit first order system 

and some require the explicit description given by 

 . 

The symbolic derivation of the explicit form is only possible with reasonable effort for very small 

systems or systems with a simple-structured mass matrix. Therefore it is common practice to carry out 

the inversion of the mass matrix numerically. 

Another interesting question is, whether a simulator that permits implicit descriptions breaks the 

implicit loop before integrating the states or uses an implicit integration scheme to solve the system 

directly. Few simulators offer so-called DAE solvers for the second method, sometimes with 

restrictions with respect to other features like linearisation, event handling etc. In general, advanced 

features like implicit description, DAE solvers, algebraic loop solvers etc. result in higher 

computation times and in some computational overhead. Therefore it has to be checked whether it is 

worth to use such a tool or to work "conventionally" by setting up an explicit system description. In 

order to investigate this class of problems, a model for a SCARA robot (Selective Compliance 

Assembly Robot Arm) as shown on the title page of this SNE issue was chosen. 
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Comparison 11 - Definition

Figure 1

Mechanical System (Task a)

A three-axis SCARA robot as indicated in Fig.1 is investigated. 

This robot type has two vertical revolute joints and one vertical 

prismatic joint. The axes of all three joints are vertical (parallel to 

the z-axis in Fig. 1). The joint vector  consists of the joint angles 

q1 and q2 and the joint distance q3.

The equations of motion of can be written in the following 

compact form 

 . 

The mass matrix M is block-diagonal and can be easily inverted symbolically. 
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Several elements of M depend on the joint variable q2

The calculation of the moments of inertia  is based on the assumption that the two physical links 

are rods of mass m1, m2 with homogeneous mass distribution along the length L1, L2. The stator mass 

of the vertical drive motor is m3A,the moment of inertia of the rotating parts is  and the mass of 

the load is m3L.

The right-hand side of the dynamic equations is 

with the joint torques T1(t), T2(t) and the joint force T3(t). Numerical data for the geometric and mass 

parameters of the SCARA robot are given below: 

Servo Motor and PD-Control (Task b)

The electrical relationship of the armature of a robot servo motor is given by a first order differential 

equation
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Comparison 11 - Definition

where Uai(t) is the applied armature voltage. The resulting armature current Ii is limited to maximum 

value Ii
max that can be calculated from the maximum permitted torque Ti

max

 . 

The joint torque (force) Ti of a motor is proportional to the armature current Iai and given by 

 . 

Numerical values for the motor constant kTi, the gear ratio ui , the resistance Ri and the inductance Li

for each motor are given below. Note that u3 includes the transformation from the rotational to the 

linear motion and is not dimensionless. 

In order to control the point-to-point motion of the robot a rather primitive single-axis PD-control is 

employed. For a given target joint position vector  position errors  can be calculated. From 

the position errors and the joint velocities  the control voltage Uai is determined by 

Proportional gains Pi and derivative gains Di are given for each controller. In regular operation mode 

the armature voltage shall be limited by . However, in an emergency situation  may be 

used (see task c).

file:///P|/ScaraBenshmark/EurosimArgesimHomepage11/c11def.htm (4 sur 6) [27/11/2003 17:54:19]



252 APPENDIX C. SCARA ROBOT BENCHMARK

Comparison 11 - Definition

Obstacle definition and collision avoidance manoeuvre (Task c)

An elevation profile for the x-y plane is given by 

with a straight borderline at xobs, separating the elevated area hobs from the area with zero elevation. 

The border represents an obstacle for the tool-tip of the robot arm. Contact has to be avoided when the 

robot tool-tip moves from the starting point to a target position in the elevated area. Possible contact 

must be detected during robot motion and control of the rotational drives must be changed until the 

tool-tip has cleared the obstacle height. Maximum voltage  may be used in this situation for 

motors 1 and 2 to obtain maximum deceleration. An obstacle sensor shall measure the distance from 

the robot tool-tip to the borderline and shall trigger an emergency manoeuvre if the distance d falls

below the critical distance dcrit = 0.1 m. 

The x-position of the tool-tip can be calculated from 

The following tasks should be performed: 

Task a) Modelling method. There are several ways to formulate and implement the model, depending 

on the simulator's features, e.g. 

i) "manual" symbolic manipulations for setting up explicit model equations, implementation of the 

explicit model description, 

ii) derivation of explicit equations using software for symbolic calculations, implementation of the 

explicit model description, 
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iii) using special features of the simulator for deriving and simulating the equations (mechatronic 

modules, etc.), 

iv) implementation of the implicit equations, using algebraic loop breaking features of the simulator, 

v) implementation of the implicit equations, using an implicit solver of the simulator, etc. 

The simulator's features for this type of models should be sketched briefly by giving (parts of) the 

model description of at least one (but preferably of some) of the above given methods. In case of 

alternative modelling approaches the effectiveness should be compared, taking into account 

preparation time, necessary knowledge for certain alternatives, etc. 

Task b) Simulation of a point-to-point motion, controlled by a single axis PD-control shall be 

performed. No obstacle is present for this task.

Initial values at t = 0: 

Target (terminal) values at :

As results graphs of the joint positions should be plotted. In case of alternative model descriptions 

simulation times are to be compared. 

Task c) Collision avoidance may cause difficulties in the models descriptions. Based on the point-to-

point control of task b), now an obstacle has to be avoided (see problem definition). Extend the model 

description by a collision avoidance feature of the proposed type, using for instance state-dependent 

control, state event mechanism, etc. 

For documentation the program extensions are to be outlined and a plot of xtip(t), (q3(t) - hobs) and 

xobs over t is to be given. 

References: R.J.Schilling, Fundamentals of Robotics, Prentice-Hall, 1990 

Acknowledgement: The authors thank Dr. G. Kronreif (TU Vienna) for providing realistic robot data. 

Horst Ecker, Institute for Machine Dynamics and Measurement, email: hecker@email.tuwien.ac.at, 

Tel: +43-1-58801 5567, and Felix Breitenecker, SIMTECH, Vienna University of Technology, 

Wiedner Hauptstr. 8-10, A-1040 Vienna/Austria.
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Figure C.1: Scheikl’s Proposition [61]
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Figure C.2: Forsthuber’s Proposition [21]



D

Three phase induction motor

D.1 Identification procedure

Before to identify our motor, we observed that it saturates above voltage supply
of 250V, even with open shaft. This led us to envisage a star connection of the three
statoric phases, so that a classical three phase 380V voltage supply can be used and
only 220V are imposed by the phases of the motor.

The classical identification procedure for three phase induction motor is presented
here [66]. After measuring the statoric resistanceRs = 68.8Ω, two experiments are
conducted in order to determine the parameters of the phaserequivalent circuit of the
motor represented in figure D.1.

(1- )/ R’ã ã r

R’r

u
¥

lcs l’cr

Lì

Rs

iS i’r

Rp

Figure D.1: Simplified equivalent circuit
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Open shaft experiment The first experiment consists in feeding the motor with
nominal voltages without mechanical load. In such situation, the motor almost reaches
its synchronous speed andγ ∼= 0. Assuming thatlcs is negligible with regards toLµ,
the equivalent circuit of figure D.1 can be simplified accordingly and only involves
Rs, Xµ andRp, as shown in figure D.2.

umes Lì

Rsimes

Rp

Figure D.2: Simplified equivalent circuit: open shaft experiment

We measure the powerPmes and the currentimes absorbed by the motor as well
as the supply voltageumes. The measured quantities are related by:

Pmes = 3Rs i2mes + Plosses + Pmag + Pmeca (D.1)

Plosses =
√

3 (umes − Rsimes) imes cos(ϕ) (D.2)

Xµ =
umes/

√

(3)

imes sin(ϕ)
(D.3)

Rp =
umes/

√

(3)

imes cos(ϕ)
(D.4)

In this first experiment, the mechanical powerPmeca may be neglected. It is most
of the time impossible to separate the magnetic lossesPlosses and the the magnetiza-
tion powerPmag and we assume them to be equal, what leads to:

Plosses =
1

2

(

Pmes − 3Rs i2mes

)

(D.5)

From all these relations and from our measurements, we obtain an estimation of
Xµ = ω∞ Lµ = 9.615 102 and Rp = 1.197 104. This confirms thatRp can be
neglected. Since the network frequency is of 50Hz,ω∞ = 2 pi 50, and the identified
value forLµ is:

Lµ = 3.0636H (D.6)

Locked rotor experiment In this second experiment, the rotor is locked and thus
γ = 1. In this case,Lmu andRp can be neglected and the equivalent circuit of figure
D.1 can be simplified as in figure D.3, whereXe = (lcs + l′cr)ω∞ andRe = Rs +R′

r.
We measure the powerPmes and the currentimes absorbed by the motor and the

input voltageumes.
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umes

Xe
Re

imes

Figure D.3: Simplified equivalent circuit: locked rotor experiment

We can write the following relations:

Pmes =
√

3 umes imes cos(ϕ) (D.7)

Xe =
umes/

√

(3)

imes

sin(ϕ) (D.8)

Re =
umes/

√

(3)

imes

cos(ϕ) (D.9)

Our measurements led us toXe = 1.545 102Ω andRe = 76.98Ω, and we get
lcs + l′cr = 0.2458 andR′

r = 8.18Ω. This confirms us thatlcs could be neglected
in front of Lµ when doing the open shaft experiment. Let us point out thatR′

r was
obtained from the difference betweenRe andRs, that are both much larger thanR′

r,
the estimation of which is thus very approximate.

Parameters for our equivalent circuit In our modeling approach, the equivalent
circuit of figure D.4 is used.

Rr1

Rr2

Lr1

Lr2 Lr3

ROTOR

Rr3

Rs1

Rs2

Rs3

Ls1

Ls2 Ls3

us1

us2

us3

STATOR
Msr

Figure D.4: Stator and rotor equivalent circuit of a three-phase actuator

As mentioned in section 6.3, under certain assumptions [25], it is possible to relate
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the parameters appearing in figure D.4 to those from figure D.1:

l′cr = lcr

R′

r = Rr

Xf = ω∞ (lcr + lcs)
Lµ = 3

2
Msr

Lcr = Lµ + lcr

Lcs = Lµ + lcs

Lcr = Lr − Mr = 3

2
Lr

Lcs = Ls − Ms = 3

2
Ls

(D.10)

We thus obtain the following identified values for the model generated by Electran
as:

Rs = 68.8 (Ω)
Rr = 8.18 (Ω)
Ls = 2.204 (H)
Lr = 2.204 (H)
Ms = −1.102 (H)
Mr = −1.102 (H)

Msr = 2.04 (H)

(D.11)
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D.2 Electrical input file

% Description of the system
% ———————-
% Electromechanical Interaction
% Number of circuit
2
% Number of permanent magnets
0
%————————————————————–
% Circuit 1
%———-
% Number of elements =
9
% Element 1
0
U
% Element 2
1
R
% Element 3
2
L
% Element 4
0
U
% Element 5
4
R
% Element 6
5
L
% Element 7
0
U
% Element 8
7
R
% Element 9
8
L
%
% Number of loops
2
% Loop 1
3
9
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% Loop 2
6
9
% Internal Mutual Influence
% Number
3
% Influence 1
L
3
6
% Influence 2
L
3
9
% Influence 3
L
6
9
%————————————————————–
% Circuit 2
%———-
% Number of elements =
9
% Element 1
0
U
% Element 2
1
R
% Element 3
2
L
% Element 4
0
U
% Element 5
4
R
% Element 6
5
L
% Element 7
0
U
% Element 8
7
R
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% Element 9
8
L
% % Number of loops
2
% Loop 1
3
9
% Loop 2
6
9
% Internal Mutual Influence
% Number
3
% Influence 1
L
3
6
% Influence 2
L
3
9
% Influence 3
L
6
9
%——————
% External Mutual Influence
% ——————
9
% Influence 1
L
3
3
% Influence 2
L
6
6
% Influence 3
L
9
9
% Influence 4
L
3
6
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% Influence 5
L
3
9
% Influence 6
L
6
3
% Influence 7
L
6
9
% Influence 8
L
9
3
% Influence 9
L
9
6
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Electromagnetic Speaker Model

E.1 Electrical Parameters
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Figure E.1: Electromagnetic speaker and the correspondingsubsystem models

As shown in figure E.1, the equivalent circuit of the windingsinvolves an induc-
tanceL coupled with a permanent magnet and a resistorR = 1000Ω. It can be shown
thatL and the fluxϕ through the inductance due to the permanent magnet are given

265
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by:

L = µ0n
22πRe (le − x)

(

Sa
e
la

+ 2πRex
)

(

Sa
e
la

+ 2πRele

) (E.1)

ϕ = −
nBa0Sa

le

(

1 −
µa

µa + µ0
la
e

2πRele
Sa

)

(le − x) (E.2)

where,x represents the position of the coil along the magnetic core,as shown in figure
E.1. The parameters appearing in these expressions are:

• la = 0.05m, the length of the magnet

• Re = 0.06m, the mean radius of the air-gap

• e = 0.005m, the thickness of the air-gap

• le = 0.05m, the axial length of the air-gap

• Sa = π ∗
(

Re −
e
2

)2
, the section of the permanent magnet

• Ba0 = 0.8, the magnetic field produced by the permanent magnet

• µ0 = 410−7, the permittivity of the air-gap

• µa = 1.5 ∗ µ0, the permittivity of the magnetic core

• n = 100, the number of loops in the windings

The mechanical submodel simply consists in a spring-mass system with massm =
0.005kg, an equivalent stiffnessk = 106N/m and a viscous friction coefficientd =
0.01Ns/m.
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E.2 Electrical input file

% Description of the system
% ———————-
% Electromechanical Interaction
1
% Number of circuit
1
% Number of permanent magnets
1
%————————————————————–
% Circuit 1
%———-
% Number of elements
3
% Element 1
0
U
% Element 2
1
R
% Element 3
2
L
%
% Number of loops
1
% Loop 1
3
0
% Internal Mutual Influence
% Number
0
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E.3 Electrical output file

void SpeakerDyn(double t, double *w, double *sm, double *smd){
teta = sm[1];
tetap = smd[1];
SpeakerSU(t, w, sm, smd);
SpeakerSI(t, w, sm, smd);
SpeakerR(t, w, sm, smd);
SpeakerL(t, w, sm, smd);
SpeakerDL(t, w, sm, smd);
SpeakerFl(t, w, sm, smd);
SpeakerDFl(t, w, sm, smd);
inv AMc[2][2] = 1.000/L[2];
niy5 = Uin[1]-R[1]*w[1];
niy8 = w[1]*(DLM[1]*inv AMc[2][2]*tetap)/inv AMc[2][2];
niy9 = -Iin[1]/inv AMc[2][2];
nix9 = -inv AMc[2][2]*niy9;
nix8 = niy8+nix9*(DL[2]*inv AMc[2][2]*tetap)/inv AMc[2][2];
nix4 = Uin[1]-niy5;
nix3 = -nix4-niy5;
y[3] = nix3;
y[4] = nix4;
y[5] = niy5;
y[6] = nix9;
y[7] = -nix8;
y[8] = nix8;
y[9] = nix9;
wdy1 = y[5]-DL[1]*tetap*w[1];
wdx1 = wdy1/L[1];
wd[1] = wdx1;
Cmot = 0.500*(ni[9]*(DLM[1]*w[1]+DL[2]*ni[9])+w[1]*(DLM [1]*ni[9]+DL[1]*w[1]));
}
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